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Abstract: This article provides an overview of recent developments in solving the 
timing problem (discreteness vs. continuity) in cognitive neuroscience. Both 
theoretical and empirical studies have been considered, with an emphasis on the 
framework of Operational Architectonics (OA) of brain functioning (Fingelkurts and 
Fingelkurts, 2001, 2005). This framework explores the temporal structure of 
information flow and interarea interactions within the network of functional neuronal 
populations by examining topographic sharp transition processes in the scalp EEG, on 
the millisecond scale. We conclude, based on the OA framework, that brain 
functioning is best conceptualized in terms of continuity-discreteness unity which is 
also the characteristic property of cognition. At the end we emphasize where one 
might productively proceed for the future research. 
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1. Introduction 

 
There has been an accumulation of phenomenological and experimental evidence that the 

temporal structure of cognition and of activity of its neural substrate is the key intrinsic 

attribute of perceiving and processing information (Dennett and Kinsbourne 1995; Pöppel 

1997; Glicksohn 2001). Nevertheless, without a clear understanding of the nature of such 

temporal structure, it is hard to determine the temporal relations among various cognitive 

processes. One important question concerning the possible nature of the temporal structure of 
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information processing is the following: Does each cognitive process produce a discrete packet 

of information, or is the flow of information continuous? Indeed, at any given moment, an 

individual has many distinct phenomenological experiences, which seem to be continuously 

unified and evolving (Bayne and Chalmers 2002); in the normal and awake mind the objects of 

thought are continuously being represented (Damasio 2000). At the same time, the individual 

has a stream of discrete conscious units – thoughts or images (James 1890; see also Mangan 

1993a,b; Chafe 1994; Galin 1994, 2000). Given such conflicting everyday observations, it is 

difficult to reach a firm conclusion about the temporal structure of information processing. This 

apparent dual nature of information processing requires an explanation in a complete scientific 

account of consciousness and brain processing.  

The temporal properties of individual neurons and of neuronal assemblies/populations have 

been postulated to underlie key visual (Bair 1999), motor (Baker et al. 2001), sensoriomotor 

(Crone et al. 1998), audio (Galambos et al. 1981) and audiovisual (Fingelkurts et al. 2003a) 

processes, as well as memory (McIntosh 1999; Fingelkurts et al. 2003b), perception (John 

1990), attention (Reynolds and Desimone 1999), and other cognitive functions. However, the 

temporal aspects of the neural representations of cognition have not been systematically 

addressed. One of the reasons for this ignorance is hidden in the experimental paradigms 

(VanRullen and Koch 2003). Most current studies are designed in a way that they avoid the 

temporal structure of the phenomenon under investigation. Recordings of brain activity are 

generally averaged over hundreds of repeated trials or more, in order to eliminate fluctuations 

in ongoing activity (the so-called “noise”) that are not correlated with stimulus presentation (for 

critique of averaging procedures, see Fingelkurts et al. 2002, 2003c). PET and fMRI maps, 

post-stimulus time histograms from single-cell or multi-unit recordings, as well as “evoked 

potentials” from EEG, which represent the majority of today’s data on neuronal activity, are all 

based on this averaging principle (VanRullen and Koch 2003). As a consequence of such 

experimental paradigms, considerable uncertainty still remains about the temporal properties of 

human information processing. 

The fundamental question in cognitive neuroscience of whether cognition and its neural 

representations occur in discrete epochs or continuously has not yet been definitely answered 

one way or the other. As noted previously, the problem is apparent in our daily 

phenomenological experience: Subjectively we experience that our conscious perception and 

cognition is constant, and that our representations of the external world evolve continuously 

(Taylor 2001). However, simultaneously, we are aware of a discrete sequence of cognitive 

events, where conscious percepts, mental images, and thoughts are separate “snapshots” of 
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variable duration (Bickle et al. 2000). Evidently, this duality of subjective experience appears 

to be intrinsic to the principles by which cognition operates and therefore should be reflected in 

intrinsic neuronal mechanisms. However, many psychophysical and electrophysiological 

observations are interpreted theoretically either in a continuous or discrete manner, thus 

contributing to the well-known (“discreteness vs. continuity”) dichotomy (for a detailed 

analysis, see Eliasmith 2000).  

The ultimate purpose of the present article is to illustrate how discreteness and continuity 

could be theoretical “bedfellows.” To our knowledge, no one has yet proposed a specific theory 

that utilizes at once both properties of “discreteness” and “continuity.” This paper makes a first 

try. We suggest that the Operational Architectonics (OA) theory, which explores the temporal 

structure of information flow and the inter-area interactions within a network of functional 

neuronal assemblies by examining topographic sharp transition processes (on the millisecond 

scale) in the scalp EEG/MEG, may be a sufficient framework that would instantiate discrete 

conscious experiences without fundamentally violating the demand of continuity (primary 

references for OA theory are Fingelkurts and Fingelkurts 2001, 2003, 2004, 2005). However, to 

avoid any possible misunderstanding, we should stress that the goal of this paper is not to prove 

conclusively or to test the OA framework per se, but rather to show that it possesses sufficient 

levels of description and explanation to help account for temporal phenomena. The analysis in 

this paper extends the OA framework by developing an account of continuity-discreteness unity 

that has not previously been part of that or of other theories. It provides novel interpretations 

for continuity-discreteness phenomena, and most importantly, it makes testable predictions (see 

the last section).  

We should stress, that in the present paper we will not address the works of Libet et al. 

(1979, 1983) and Dennett’s Multiple Drafts Model (1991) or related studies and critiques 

(Gomes 2002; Velmans 2002; Revonsuo 1993; Korb 1993). Even though these are obviously 

related to the subject of timing in cognition, they are not directly relevant to the “discreteness 

vs. continuity” issue, which is the main topic of the present theoretical paper. 

Below we first review briefly the arguments for discrete as well as for continuous 

properties/mechanisms of cognition. Then we explain the biological plausibility of EEG 

temporal dynamic structure (using the OA framework) for representing the dual temporal 

nature of cognition, and close by suggesting some interesting consequences of OA framework 

for cognition and consciousness. 
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2. Review of arguments 

  

This section does not provide a thorough review of research, but rather it simply presents an 

overview of the main arguments (psychophysical, electrophysiological, and computational) in 

support of either discreteness or continuity. As it will be apparent, there are substantial 

theoretical disagreements of whether cognition and its neural representations occur in discrete 

epochs or continuously. Some have accepted the distinction, while others have argued that only 

discrete or only continuous processes can be studied experimentally, while still others have 

denied the conceptual distinction itself. The situation is complicated further by the fact that the 

terms used to define the “discrete” and “continuous” processes in the brain/mind differ across 

studies and researchers, and they have focused on different levels of description (e.g. the 

activity of individual neurons, the activity of neural assemblies, or large-scale activations). In 

the following sections, these terms are presented in the ways the cited authors have used them. 

The common for many arguments problem of conceptualization will be presented in the 

following third section. 

 

2.1. Psychophysical support for discreteness in cognition 

 
One of the earliest sources presenting consciousness as consisting of sequences of discrete 

events may be found in Buddhist texts, in which consciousness is described as a “momentary 

collection of mental phenomena” or as “distinct moments” (von Rospatt 1995). In modern 

psychology, the idea of discrete cognition and consciousness was firstly considered by William 

James (1890). However, it was quickly discarded and was seriously considered again only in 

the 20th century. One of the first pieces of empirical evidence came from “backward masking” 

or metacontrast research, which demonstrated that later sensory input could block perception of 

an earlier event (for an early overview see Alpern 1952; for a more recent review, see 

Bachmann 1994). Stroud (1955) was the first to start to use the notion of “perceptual moment”, 

whereas earlier von Baer (1864) suggested the notion of a “time quantum” and important 

investigations in this vein have been further made by Geissler (1987, 1997; see also Vanagas 

1994). Geissler formulated a taxonomic model of quantal timing (TQM), which is based on the 

entrainment of temporal intervals. In short, TQM imposes restrictions upon the sets of discrete 

intervals, which can alternatively be observed in a mental task (Geissler et al. 1999). 

Behavioral studies suggested that sensory systems integrate discrete temporal samples of 

incoming information in a sequential process, called the “traveling moment of perception” 
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(Allport 1968). Later, Efron (1970) suggested that conscious cognition is temporally 

discontinuous and parsed into sensory sampling intervals or “perceptual frames.” These frames 

were estimated to be about 70-100 ms in average duration. 

Many other psychophysical observations have been made about such discrete processes. For 

example, it was shown that there exists a certain minimal interstimulus interval for which two 

successive events are consistently perceived as simultaneous; one can think of them as 

occurring within a single discrete epoch (Hirsh and Sherrick 1961; Kristofferson 1967; 

Andrews et al. 1996). This phenomenon was named apparent simultaneity and temporal 

numerosity1, and it is compatible with the idea of a discrete perceptual “frame” of about 100 ms 

or less within which stimuli would be grouped and subjectively interpreted as a single event. 

Other findings concerned the periodicity in reaction time (Venables 1960; White and Harter 

1969), the periodicity in visual threshold (Latour 1967) and the perceived causality (Shallice 

1964). For a detail review of these psychophysical observations see the recent work of 

VanRullen and Koch (2003). 

In his relatively recent work, Von der Malsburg (1999) has introduced the notion of the 

“psychological moment,” which is also compatible with the idea of discreteness. According to 

Malsburg, at times shorter than this moment, one can speak of a mental state or a brain state, 

whereas at times greater than this moment one sees a succession of states or a state history.  

The experiments of Pöppel (1988, 1996, 1997) have also argued for the existence of a 

temporal integration span (TIS). This idea goes back to James’s (1890) “specious present”, and 

to early experiments on subjective grouping (see, for example Dietze 1885; Bolton 1894). 

Later, the concept of TIS was discussed by Fraisse (1978, 1984), Michon (1985), and Block 

(1990), who argued that the stream of consciousness is segmented in structurally unified 

portions. 

In short, this brief review suggests that discrete conscious perception requires that two 

distinct events be judged as simultaneous or sequential depending on the time interval 

separating them (VanRullen and Koch 2003). Furthermore, perceptual moments or frames are 

controlled by a brain cortical mechanism that selects incoming information into discrete units 

of time by a gating process (Harter 1967). The arguments in favor of this suggestion will be 

elaborated in the following section. 

 

                                                 
1 This means that there exists a particular minimal inter-stimulus interval for which two successive events are 
consistently perceived as simultaneous. 
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2.2. Electrophysiological support for discreteness in cognition 

 
One piece of evidence supporting discreteness view is the fact that real neuronal networks 

form axo-dendritic synapses that are activated by action potentials, resulting in a discrete or 

noncontinuous release of neural transmitters, leading to a change in conductance and 

subsequent generation of synaptic current in the postsynaptic neurons (Poznanski 2002). 

Therefore, the rate of neural transmitter release is proportional to the individual spike activity 

arriving at the presynaptic terminals. Thus, it has been suggested that noncontinuous release of 

neural transmitters is probably responsible for the fact that the duration of long-lasting 

excitatory postsynaptic potential and inhibitory postsynaptic potential sequences present in 

mammalian brain neurons is normally in the range of 80-200 ms (Purpura 1972), which 

corresponds to the duration of “perceptual frames” (see the previous section). Sequential 

stimuli that occur within this brief time interval will be perceived as simultaneous, whereas 

events separated by a longer time are perceived as sequential. It has been suggested (see Flohr 

1995) that the temporal extension of neural activity is critical for perceptual binding. In his 

extensive review, Harter (1967) listed a number of studies that supported the idea that 

individual neurons have an excitability cycle that determines their ability to respond to afferent 

signals. Indeed, when neurons in assemblies have synchronous excitability cycles, the 

transmission of afferent impulses through them could be gated by their excitability cycle 

(Harter 1967; Vartanyan et al. 1989; Hasty et al. 2001; Buzsáki and Draguhn 2004). Resent 

mathematical models (Izhikevich 1999; Giaquinta et al. 2000; Tonnelier 2005) confirm these 

findings.  

Similar proposals come from electro- and magnetoencephalography (EEG/MEG) studies. A 

number of reports have suggested that EEG (and alpha rhythm in particular) is the basis of 

clock-controlling timing functions in the brain (for a review, see Surwillo 1966). Norbert 

Wiener (1961; the father of Cybernetics) ascribed the putative clocking mechanism in the brain 

to mutual entrainment of an ensemble of non-linear alpha generators. A strong proponent of the 

EEG as a base for a brain clock was Treisman, who proposed that both temporal perception and 

performance depended on EEG frequencies (Treisman 1963, 1984; Treisman et al. 1990, 1994). 

Of particular interest in this respect is the finding that the amplitude of the visual evoked 

potential depends on the phase of the background alpha rhythm when the flash stimulus is 

applied (Callaway and Layne 1964). Thus, Treisman stated that the overall pattern of EEG data 

might be interpreted as favoring a non-linear-pacemakers-controlling model for the 

organization of the brain’s temporal system. More recently, Shevelev et al. (1991, 2000) claim 
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to have produced direct experimental support for the scanning hypothesis of perceptual 

framing. These authors found that when figure contours were relatively far from the fixation 

point, recognition was better during relatively earlier phases of the alpha wave (Shevelev et al. 

1991). Also they found a relationship between the type of visual illusion and the direction that 

EEG waves travel (Shevelev et al. 2000). These results, as the authors state, indicate that EEG 

waves may be a reflection of the scanning process.  

In recent years this kind of research has been extended. A number of researchers have 

argued that consciousness is discontinuous and is parsed into sequential episodes by means of 

synchronous thalamo-cortical oscillatory activity (Llinas and Ribary 1998; Edelman and 

Tononi 2000). Synchronized thalamo-cortical oscillations are considered to partly control the 

cortical rhythms, which may be associated with a gating mechanism that controls the 

“chunking” of perception (Gobet et al. 2001). Exactly cortical rhythms have been found to be 

closely related to temporal perceptual window (Varela et al. 1981; Gho and Varela 1988). 

Varela et al. (1981) showed a consistent correlation between the perception of apparent 

simultaneity and the alpha phase at which light stimuli were presented (see also Gho and 

Varela 1988).  

To reconcile the evidence that conscious framing takes place simultaneously with the 

apparent continuity of perceptual experience, John (1990) proposed a mechanism, whereby a 

cascade of momentary perceptual frames converges on cortical areas to establish a steady-state 

perturbation (spatiotemporal signature) from baseline brain activity (John 2002). This 

mechanism has received substantial support from EEG studies, including research by Lehmann 

and colleagues (Lehmann 1971; Lehmann et al. 1987), which have demonstrated that the 

dynamics of the brain EEG field is represented by the intervals of quasistability or 

“microstates” and by sudden transitions between them (Strik and Lehmann 1993; Pascual-

Marqui et al. 1995). Furthermore, these studies have shown that these microstates are 

associated with different modes of spontaneous thoughts (Koenig and Lehmann 1996) and with 

spontaneous visual imagery and abstract thoughts (Lehmann et al. 1998).  

Recently more evidence accumulated suggesting that the apparently continuous stream of 

cognition and consciousness in fact consists of discrete units. It shows that there exist subfields 

of the brain, some of which are activated for only 20-50 ms during a presentation of stimuli, 

and that the combination of activated subfields varies even for a stationary presentation of 

stimuli (Tsuda 2001). It has been suggested that the dynamic of these fields may be a neural 

correlate of internal dynamics for restructuring and/or reorganization of mental space (Dinse 

1990, 1994).   
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Bickle and colleagues (2000) suggested a neurocomputational network model that computes 

multiple-step sequences of cognition. According to this model a cognitive process is a 

sequential path through a vector from one (hyper-) point to another. The location of a (hyper-) 

point in the appropriate vector space represents the content of the state. Sequences computed in 

this way occur in an orderly fashion, moving sequentially from one unified representation or 

idea to another; the contents of later representations and steps in the sequence depend upon 

those of earlier representations and steps as well as on the later “target” states. For a relevant 

discussion of the neurobiological plausibility and limitations of this model, see Bickle et al. 

(2000). 

Finally, very recent EEG studies have shown that the multi-variability of neuronal nets, 

reflected in EEG short-term spectral patterns, is evidently discrete in time and limited by the 

dynamics of the short quasi-stable brain states (for the review of experimental evidence, see 

Fingelkurts et al. 2003).  

In sum, the studies reviewed in this section support the idea of “perceptual frames” and 

provide the evidence for the neurophysiological mechanisms for such frames. However, as has 

been pointed by Churchland and Sejnowski (1992), the existence of stable patterns of 

activation at the neural level may simultaneously be consistent with the seamless nature of our 

ongoing phenomenal experience, since these stabilizations can occur very rapidly, thus leading 

to a continuous phenomenal stream (O’Brien and Opie 1999; for theoretical conceptualization, 

see Brown 1998).  

 

2.3. Psychophysical support for continuity in cognition 

 
In 1940 one of the principle architects of Gestalt psychology, Wolfang Köhler, proposed that 

the study of human conscious perception can leave no doubt that an adequate theory of 

perception must be a field theory. By this he meant that perceptual functions and processes are 

positioned on a seemingly continuous medium (Köhler 1940). Indeed, the subjective continuity 

of the present with the past is a major part of our everyday conscious experience. This 

perceptive presence is definable as a type of primary presentation in which objects are 

configured and detached from the background, and in which movement is perceived 

(Albertazzi 1998).  

Another characteristic of the primary representation is that it is perceived as being in 

continuous change. Thus, according to Brown (1998) the most central aspect of a conscious 

state is the duration of a conscious moment, which is felt as a persistence over time. Brown 
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observes, “We feel duration as a line in time, yet we are unaware that the perceptual contents 

within this duration are replicates that actualize over phases. The dynamic of individuation is 

obscured by its phenomenal products in the illusory stasis of the present. The duration of the 

present is felt but virtual, the duration of an entity, e.g., a mental state, is implicit yet real. The 

continuity of these durations – the present moment and the state that generates the present 

moment – is asymmetric since the former depends on the latter.” (Brown 1998, p. 239). 

Birch (2002) extended this line of conceptualization by proposing that the operating modes 

of mentality are most likely continuous, rather than discrete. For example, sudden changes in a 

sequence of thoughts are not necessarily experienced as interruption. Consider the “watching a 

movie” metaphor, which is borrowed form Lehmann and colleagues (1998): While watching a 

movie, the viewer is exposed to disconnected bits and pieces over a period of two hours 

without even noticing any discontinuity, and builds a unified conscious percept. The evidence 

for continuous cognitive processes became even stronger with experiments, demonstrating that 

mental spatial transformations traverse the intermediate states of orientation, size, and location 

(Cooper 1975; Kosslyn 1975; Robins and Shepard 1977), and thus appear to be 

analog/continuous2. The mathematical definition of continuity of a line is that for any two 

points on the line, there is an intermediate point. Experimental data have suggested that the 

internal representation for the orientation of an object at a time between two discrete 

orientations is at an intermediate orientation (Cooper 1975; Robins and Shepard 1977). These 

data have been widely taken to support “analog” models of mental imagery. Generally, as 

suggested by Habel (1994), continuous representations seem to be necessary for an adequate 

dynamic representation of continuous processes and events such as motion. However, there are 

also events for which only the initial and the final points are relevant; in these cases, discrete 

dynamic representations seems to be more appropriate. For more information on analogue 

picture theories of mental imagery see the extensive review by Pylyshyn (2002). 

Finke's (Finke and Kurtzman 1981) and Sheppard and Metzler (1971) experiments are often 

cited as proof that the phenomena of mental scanning use truly analog processes. For example, 

Birch (2002) suggests that holistically (non-propositionally) processed images might be 

irreducible elements in the computational processes performed by the brain and that the 

operating modes of imagery are continuous rather than discrete. He further states that imagist 

theorists have often used the term “analog” to designate processes that exhibit the smoothness 

                                                 
2 Usually it is considered that things which are analog to be continuous and things which are digital to be discrete 
(Suber 1988; see also Eliasmith 2000). However, see Blachowitz (1997) in support of the ubiquity of this 
synonymizing and for an alternative to it. 
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or continuity in functionality that is thought, in their theory, to correspond to operations due to 

imagistic processes rather than due to discrete processes. A similar conceptualization may be 

found in Barsalou’s (1999) relatively recent review, in which he states that perceptual symbols 

are dynamic, not discrete. His idea is that once a perceptual symbol is stored, it no longer 

functions rigidly as a discrete symbol.   

Similarly, Hobson’s (1992) Activation, Input source and Modulation (AIM) model proposes 

that although specific states of consciousness can be meaningfully described, shifts in 

consciousness reflect movements through a continuously varying state space, and not 

discontinuous jumps between discrete states. According to this model, specific states become 

defined because normal subjects tend to remain in a highly constrained region of the state space 

for long periods of time and then rapidly move to another similarly constrained region (Hobson 

et al. 2000). 

 

2.4. Neurophysiological and computational support for continuity in cognition 

 
Another kind of support for the continuous nature of cognition came from 

neurophysiological research. Classical theories of intracellular potentials propose that there 

exists a standing gradient – a continuous current – between dendritic and axonal poles of 

neurons (Bullock 1997). Intercellular interactions can also be described in terms of a 

continuum, meaning that a continuous function may be derived by appropriate transformations 

to describe the active state of the whole set of neurons (Freeman 1972). The theoretical roots of 

this so called dynamicism are derived from the mathematical theory known as “dynamical 

systems theory,” which uses sets of differential equations to describe the evolution of a system 

through time (Eliasmith 2001).   

Central/cortical neurons, unlike the peripheral neurons, have continual background activity, 

owing to synaptic interactions with their neighbors. Each pulse exerts an excitatory action that 

is returned in a randomized distribution over time by innumerable other neurons at differing 

distances and conduction delays, which can be modeled as a diffusion process (Freeman 1974). 

Due to the large number of neurons in each local neighborhood, the density is continuous and 

not discrete. It is a macroscopic variable, like the local temperature of a gas (Freeman and 

Barrie 1993), which may be responsible for conscious perception (see also Wright et al. 2001). 

This “collective” parameter, which aggregates the behavior of many neurons, is treated as 

“completely” continuous (van Gelder 1995) since “there is no possibility of nonarbitrarily 
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dividing its changes over time into distinct manipulatings, and no point in trying to do so” (van 

Gelder 1995, p. 354). 

A distinct line of argument lies in the Shannon’s (1948/1949) information processing theory. 

According to this framework and as has been later proposed by Eliasmith (2000), if the exact 

arrival times of neuron spikes are important then we need a real number to express those arrival 

times. However, real numbers can only be expressed by an infinite bit string, so each spike 

carries with it an infinite amount of information. In this case, it is clear that the brain is 

continuous in its fine details, that is, relative to sub-microsecond time steps. However, if exact 

arrival times are not important then there is reason to believe that the brain is not continuous, 

but rather discrete relative to millisecond time steps (see extensive analysis and discussion in 

Eliasmith 2000). In general, many researchers studying mental imagery believe that mental 

images are analog representations (Jeannerod 1994) and are “far too metaphorical and analog in 

principle to fit easily into [a] kind of quasi-symbolic computational framework” (Donald 1993, 

p. 740).   

Suggestions have been put forward to describe how perceptual symbols may have a 

continual dynamic (Barsalou 1999). Since a perceptual symbol is viewed as an associative 

pattern of neuronal activity, its subsequent activation has dynamic properties. Subsequent 

storage of additional perceptual symbols in the same association area may alter connections in 

the original pattern, causing subsequent activations to differ. Thus, different contexts may 

distort activations of the original neuronal pattern, as connections from contextual features bias 

activation towards some features in this pattern more than others. In these respects, a perceptual 

symbol may be seen as an attractor in a connectionist network. As the network changes over 

time, the attractor also changes, and as the context varies, activation of the attractor co-varies. 

Thus, a perceptual symbol is neither rigid nor discrete, but continuous (Barsalou 1999). 

This section has presented only selective electrophysiological and computational arguments 

in support of the continuous nature of cognition. Collectively these considerations suggest that 

even if there are transitions between states, if the similarity between alternative neighboring 

states and trajectories is emphasized, then the dynamical system is seen as a close 

approximation to a continuous, analog, law-like physical process (Cariani 1997; for a 

theoretical conceptualization, see Brown 1998). 
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3. The problem of conceptualization 

 

The previous four sub-sections have shown that both discrete and continuous explanations 

for cognition and brain functioning are legitimate. Each offers some insight regarding temporal 

phenomena displayed by cognitive systems. However, neither the discrete nor continuous 

explanation, by itself, simultaneously takes into account both temporal aspects, as they are 

unified in cognition and in subjective experience. Therefore, we argue that neither description, 

in isolation, is satisfactory. It seems that at least a part of the problem is based on wrongly 

chosen levels of description and explanation. If the discrete or continuous nature of brain 

processes on the particular level of brain organization does not affect the cognitive behavior of 

the system (brain) then we should not consider such level of description. We believe that the 

appropriate level should articulate the phenomenal level of brain organization, and in particular, 

of cognition and consciousness (as suggested by Revonsuo 2001).  

As it is apparent from the previous section, the problem of conceptualization arises when 

some researchers attempt, on the one hand, to relate the discrete events (discharges of neurons) 

to the subjective experience of continuity and, on the other hand, try to explain through the 

continuous in time and space electrical brain field the sequence of discrete thoughts and mental 

states. In such attempts, it is implicitly or explicitly assumed that discreteness presupposes 

periods of “work” and “silence,” thus implementing the gaps in the process, whereas for the 

continuity presupposes that time and space are continuous and do not contain gaps. 

Furthermore, according to the discrete model (Sternberg 1969), there is no temporal overlap 

among various cognitive processes; rather, they occur in a strict sequence, where each process 

(stage) starts only after the immediately prior one has finished. Continuous models, in contrast, 

assume that information is transmitted between component mental processes in a gradual 

fashion and can be described by a continuous mathematical function (see Meyer et al. 1985). It 

is also supposed that representations undergo continuous change in relation to changes in the 

external environment. We do not agree with these views for several reasons. 

First, as stressed by Noë and Thompson (2004), the fact that we have a continuous 

experience does not necessarily imply that the pattern of neural activity responsible for that 

experience must itself be continuous. As was shown by Meyer et al. (1985), discrete processes 

can, with selected conditions, mimic the properties of continuous processes. Secondly, for most 

physical (and neural) systems, as has been conclusively shown by Eliasmith (2001), the 

continuous nature of their processes is irrelevant for characterizing their information 
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processing, which may very well be discrete3. That is why, thirdly, the transition (sudden jump) 

between states per se is not a gap, rather it is a continuous process (in time) from one 

state/representation to another (Fig. 1A)4; it is only the rapid speed of the transition 

(approximated as a time point) relative to the time spent in each “state” that makes transition 

appear as a rapid shift (Fingelkurts and Fingelkurts 2001). A time point is a mathematical 

construct analogous to a point in Euclidean geometry (strictly speaking, it has no duration), 

whereas a time span (duration) or interval is analogous to a line segment (Rensing et al. 2001). 

In this context, the width of excitatory or inhibitory postsynaptic potentials (EPSP/IPSP) could 

vary in a continuous manner (even though it is finite). Thus, EPSP/IPSP intervals, as well as 

their sum within intervals of coherent activity of whole neural assemblies, may be seen as 

analog codes (Cariani 1997). This makes them suitable for “bridging” the continuous and 

discrete brain processes which subserve cognition and subjective experience (Fingelkurts and 

Fingelkurts 2003). 

Each of the descriptions of brain temporal mechanisms (mentioned in the second section) 

that underlie cognition and consciousness has usually been tackled by the researchers 

separately, not simultaneously. This is inherently implausible and requires significant over-

simplification. However, the understanding of the concepts “continuity” and “discreteness” in 

their unity (not just as a mixture of analog and digital processes; Uhr 1994) is of scientific 

importance for cognitive neuroscience. In this respect, at what level can brain processes be 

described which would instantiate discrete conscious experiences without fundamentally 

violating the demand for continuity?  

 

4. EEG dynamics 

 

Recent work in different fields of cognitive neuroscience seems to support the idea that the 

“translation” from phenomenological/psychological constructs to brain activity should focus on 

the dynamic operations of large-scale cortical networks (see Edelman and Tononi 2000; 

                                                 
3 Consider a typical transistor. The processes in it are indeed continuous: That is its transfer function traces out a 
(nonlinear, continuous) S-shaped curve, - that is why they are used as both switches and amplifiers (Eliasmith 
2002). Nevertheless, we treat them as if they are only ever in one of the two possible states. Consistently with this 
analogy, van Gelder (1995) claims that even though neurons and neuronal assemblies may be considered as 
discrete in state, this does not mean that they are discrete in time.   
4 Figure 1 also illustrates the continuity and discreteness for the spatial dimension (see B). For the case of 
continuity, the change of neuronal activity appeared in a gradual fashion, whereas for the discrete condition, the 
change of neuronal activity appeared abruptly.   
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Bressler and Kelso 2001; McIntosh et al. 2001; Revonsuo 2001; Varela et al. 2001; John 2002). 

These neural networks are considered to be functional, meaning that the units in such networks 

  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 1. Schematic illustration of continuous and discrete change of brain states. A, 
Temporal dimension. Lets observe an example, when the amplitude shift between two states is 
constant (Δc = Δd), then the case of a long enough transition period between these two states 
would be conditional for a continuous change. In contrast, when the transition period is 
extremely short relatively to the stabilized period, the abrupt (discrete) change between two 
states has to be present. Thus, Tc >> Td. Now lets consider the situation when the amplitude 
shift between two states is larger in one case than in the other (Δc << Δd). In this example, in 
case of small amplitude shift, relatively short transitive period would signify the smooth 
continuous change from one state to another. The same transitive period (Tc = Td) in case of a 
large amplitude shift (relatively to the stabilized period) between two states would mean 
abrupt change (jump). B, Spatial dimension. Gradation of color represents continuous or 
abrupt changes of states. Tc, transition period (continuous); Td, transition period (discrete); Δc, 
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amplitude shift (continuous); Δd, amplitude shift (discrete); S1 and S2, first and second brain 
states. 
 

are the transient neuronal assemblies, which can quickly become associated or disassociated 

(Triesch and von der Malsburg 2001; Bressler 2003). The EEG is the correct measure to study 

the behavior of large-scale networks, because it is a highly organized macro-level 

electrophysiological phenomenon in the brain, which captures the operations of large-scale 

cortical networks and which is remarkably correlated with both behavior and cognition5 

(Kaplan and Shishkin 2000; Nunez 2000; John 2001; Freeman 2003; see also recent detailed 

review Fingelkurts and Fingelkurts 2005). Behavior and cognition in their turn has been 

supposed to be reflected in the temporal structure of EEG (see reviews Fingelkurts and 

Fingelkurts 2004; Kaplan et al. 2005). In this respect, the dynamic and temporal structure of 

EEG field – in other words, its nonstationarity (Kaplan 1998; Fingelkurts and Fingelkurts 2001; 

Kaplan et al. 2005) – deserves wider coverage and more systematic research. The 

understanding of the nonstationary structure of EEG signal is of intrinsic scientific importance, 

because without understanding the character of the EEG processes under consideration, the use 

of many methods for EEG analysis gives often false results. Despite a large body of interesting 

and important EEG findings (Edelman and Tononi 2000; Nunez 2000; Bressler and Kelso 

2001; Varela et al. 2001; John 2001; Freeman 2003), the experimental verification of the 

dynamical and temporal phenomena in the EEG meets with serious methodological difficulties, 

which are mainly due to contemporary paradigms of experimental measurement and EEG 

analysis. For example, invariants such as the mean power/amplitude spectrum, average ERP 

and ERD/ERS, coherency, fractal dimensions, Lyapunov exponents, and others have an 

interpretation only for stationary dynamics (Landa et al. 2000). Further, the nonstationarity of 

the EEG process usually does not allow researchers to construct a global dynamical model for 

the whole observable phenomenon (Skinner and Molnar 2000). Thus, regardless of how 
                                                 

5 To illustrate this point, consider only one example, which we borrow form Llinas et al. (1998, p. 1841): “We 
know full well that if we are tired we can fall asleep extraordinarily quickly and that if we are asleep and a strong 
stimulus is given to us (e.g. the havoc played by an alarm clock) we can awaken also extraordinarily fast. It is so 
fast, indeed, that the only substrate capable of supporting the speed of these two events must be electrical in nature 
given the large number of elements involved…” EEG is mainly the “product” of the cortex. With this respect, 
there is interesting finding: Sahraie et al. (1997) compared brain activity in a single blindsight subject (G.Y.) 
generated by stimuli which give rise to awareness with activity generated by stimuli (permitting similar levels of 
discrimination) without awareness. They found that the shift between “aware” and “unaware” modes was 
associated with a shift in the pattern of activity from cortical to subcortical levels. Nunez (2000) also stated that 
subcortical activity is only weakly correlated with cognition and behavior. However, one should acknowledge the 
importance of such factors as the effects of some definite neurotransmitters controlled by thalamus (Newman 
1995) and the establishment of reentrant thalamocortical loops for oscillatory EEG synchronization in order to 
bind specific features for consciously cognitive representation of the objects that are integrated from these features 
(Bachmann 1984; Llinas et al. 2002). 
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powerful or statistically significant the different estimations of averaged EEG phenomena may 

be, difficulties remain in their meaningful interpretation if they are not matched to their 

piecewise stationary structure (Effern et al. 2000; Laskaris and Ioannides 2001; Fingelkurts et 

al. 2002). Stated simply, the nonstationary nature of EEG field can be tested only by adequate 

procedures, sensitive to this nonstationarity.  

Despite methodological limitations, there has recently been a shift towards explaining 

cognitive functions in terms of the joint behavior of large neuronal populations that are 

dynamically bound together (von der Malsburg 1981; Gray and Singer 1989; Varela et al. 2001; 

Revonsuo 2001). Several experimental studies have suggested that a crucial feature of most 

cognitive functions is a considerable potential multivariability of neuronal networks, which can 

simultaneously integrate and segregate the activities of multiple distributed cortical areas 

(Edelman and Tononi 2000; for the recent review, see Fingelkurts and Fingelkurts 2004). 

Within this framework, the dichotomy between “discreteness and continuity” – as well as 

between “associationism (Hill 1991; Watson 2003) vs. structuralism (Fodor and Pylyshyn 

1988; Chomsky 1957)” and “localizationism (Zeki 2003) vs. globalism (Luria 1980)” – 

becomes irrelevant, as both ends of the dichotomy can be embodied and observed in the 

moment-by-moment states of this large-scale network of neural populations (Bressler 1995; 

Pascual-Marqui et al. 1995; McIntosh et al. 2001). Operational Architectonics (OA) framework 

of brain functioning6 extends and develops this point of view (Fingelkurts and Fingelkurts 

2001; for generalization, see also Fingelkurts and Fingelkurts 2005). In contrast to other 

theories, the OA framework explicitly incorporates the nonstationary nature of electromagnetic 

brain field.  

 

4.1. Operational Architectonics of EEG brain dynamic 

 
In this paper, for sake of shortness, we will only very briefly summarize the main points of 

OA framework. We assume that the level of organization at which mental states and cognition 

(in particular phenomenal consciousness) reside might be the highly organized macro-level 

electrophysiological phenomena (metastable operational modules) in the brain, which are 

realized by the coordinated electrical activity (operational synchrony) of many neuronal 

populations dispersed throughout the brain (Fingelkurts and Fingelkurts 2001, 2003). The 

                                                 
6 The OA framework has its origin in the work of Kaplan and coworkers (Kaplan 1995, 1998, 1999; Kaplan et al. 
1997; Kaplan and Shishkin 2000). We thoroughly endorse what they state, since our own particular perspective on 
the problem of brain-mind functioning does not differ substantially, although our choice of emphasis is very 
different in places. 



 17

activity of these neuronal populations is “hidden” in the complex nonstationary structure of 

biopotential brain field – i.e., EEG (for the reviews, see Fingelkurts and Fingelkurts 2004, 

2005). The OA theoretical framework has some similarities with other relevant related 

theoretical frameworks (see Appendix A for details). 

In the OA framework, the neuronal populations (or assemblies)7 are thought to underlie the 

elemental operations of cognition or behavior (Damasio 1994; von der Malsburg 1999; Varela 

et al. 2001; Fingelkurts and Fingelkurts 2003; Crick and Koch 2003). Studies over three 

decades lead to the suggestion that individual elements of information are encoded not by 

single cells, but rather by populations of cells (Tononi and Edelman 1998; Pouget et al. 2000). 

Indeed, the response properties of individual neurons tend to vary only little in awake, sleeping, 

and anesthetized brains, meaning that the tuned responses of individual neurons are alone not 

sufficient to support cognition and eventually consciousness (Singer 2001). Therefore, the 

activity of any individual cell is informative only insofar as it contributes to the overall 

statistics of the population of which it is a member (John 2002). It is the set of emergent 

properties of many abundant elements in the assembly that is important, whereas the global 

features (or order parameters, Haken 1996) constrain the activity of each neuron. In this sense, 

the representation of information by neuronal populations is ergodic (analogous to the 

generation of pressure by water molecules in an enclosed volume, John 2001). Therefore, the 

representation of information by neuronal populations is robust, meaning that damage to (or the 

death of) a single cell will not have a catastrophic effect on the representation of information. 

Additionally, neuronal populations have other key properties, such as mechanisms for noise 

removal, short-term memory, and the instantiation of complex, nonlinear functions (see Pouget 

et al. 2000).  

It has been shown that neuronal assemblies have a transient dynamical existence (i.e. a 

functional life-span), which means that their correlated activity persists over substantial time 

intervals (Pelliomisz and Linas 1985; Makarenko et al. 1997; for the review, see Nunez 2000). 

The fact that neurons are able to synchronize their subthreshold oscillations (EPSPs/IPSPs), 

leading to fixed states of an overall neuronal assembly and to rapid transitions between such 

                                                 
7 This approach goes back to Hebb (1949); however, the classical neural assemblies are too slow and may be not 
suitable for cognitive operations (Kaplan and Borisov 2003). Modern understanding of neural assemblies stresses 
its functional nature, which is at scales both coarser and finer than that of the classical ones (von der Malsburg 
1999). The idea is that large neuronal populations can quickly become associated or disassociated, thus giving rise 
to transient assemblies (Frison 2000; Triesch and von der Malsburg 2001), which thought to execute the basic 
operations of informational processing (Averbeck and Lee 2004). For definition of “brain operation,” see 
Fingelkurts and Fingelkurts (2003, 2005). It is important to note here that the cell assembly’s concept is difficult to 
falsify (see Appendix B for details).  
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states, has been shown experimentally and in computational models (Makarenko and Llinas 

1998). Generally, the overall pattern of neuronal assembly’s correlated activity is very sensitive 

to fluctuations and it may be swiftly rearranged during rapid shifts (Kirillov and Makarenko 

1991; for review, see Singer et al. 1997). As has been demonstrated in vitro, these intervals of 

correlated activity are manifested in the oscillatory waves, which are the result of neuronal 

clustering (Leznik et al. 2002). Thus, at the EEG level these intervals should be reflected in 

defined periods (segments) of quasi-stationary activity8 operating in different frequency ranges 

(for reviews, see Fingelkurts and Fingelkurts 2001, 2003, 2005; Kaplan et al. 2005). Yet in 

1972 year, it was experimentally shown in detail by Elul, that EEG is a product of 

(de)synchronized neurons within cellular assemblies (Elul 1972a,b). Indeed, EEG waves 

recorded from the scalp are integrated EPSPs and IPSPs of neuronal membranes. Since they 

reflect extracellular currents caused by synchronized neural activity within the local brain 

volume (John 2002), the EEG signal within quasi-stationary segments is the envelope of the 

probability of non-random coherence (so called a “common mode” or a “wave packet,” 

Freeman and Vitiello 2005) in the neuronal masses near to the recording electrode. Even 

though the cells that comprise an assembly under the electrode may be spatially intermixed 

with cells in other neuronal assemblies performing different computational tasks, they would be 

separated by different time-scale coherence (EEG frequencies and amplitude variability; Basar 

2005). In this case, it is possible to consider one EEG segment as the single event in EEG-

phenomenology. Within the duration of one such segment, the neuronal assembly that 

generates the oscillations is in the steady quasi-stationary state (Brodsky et al. 1999). The 

transition from one segment to another reflects the changes of the generator system microstate 

or changes in the activity of the two or more coherent sub-systems (Jansen et al. 1988; Kaplan 

and Shishkin 2000; Freeman and Vitiello 2005). 

The segments of quasi-stationarity can be obtained using an adaptive segmentation approach 

(Kaplan et al. 2005; see also Brodsky et al. 1999; Fell et al. 2000; Kaplan and Shishkin 2000). 

The aim of the segmentation procedure is to divide the EEG-signal into quasi-stationary 

segments by estimating the intrinsic points of “gluing” (in mathematical statistics this problem 

is known as the “change-point problem”; see Brodsky and Darkhovsky 1993). These instants 

(the transient phenomena) within short-time window when EEG amplitude significantly 

changed were identified as rapid transition processes (RTP) (Kaplan et al. 1997; Fingelkurts 

and Fingelkurts 2001). RTP is supposed to be of minor length comparing to the quasi-
                                                 

8 If the data is stationary, its dynamics does not change significantly during the acquisition period, thus been 
stable. Therefore, quasi-stationary means almost (or near) stable. 
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stationary segments, and therefore can be treated as a point or near-point (Fingelkurts and 

Fingelkurts 2001). Note, that mathematically it is not important in which time-window the 

amplitude transition is estimated. What is important, – it is the speed of such transition. 

Experimentally it was found, that amplitude transition in the RTP area is always very rapid – 

not less than twofold, if comparison is made between amplitude values in the close area before 

RTP and immediately after it (Fingelkurts 1998). The RTPs or jumps in EEG amplitude are, in 

fact, the markers of boundaries between concatenated quasi-stationary segments (Fig. 2). An 

adaptive segmentation approach permits estimation of several characteristics (attributes) of the 

obtained EEG segments (Kaplan and Borisov 2003). These attributes9 reflect different aspects 

of local processes in the cortex (Fig. 2) and thus permit the assessment of the mesolevel 

description of cortex interactions (interactions within transient neuronal assemblies) through 

large-scale EEG estimates (see Fingelkurts et al. 2004b, for experimental support and detailed 

discussion).  

It has been shown experimentally that the sequences of segments between different EEG 

channels are to a certain extent synchronized, forming short-term metastable10 topological 

combinations or operational modules (OM)11, with different size (number of cortical areas 

involved) and life-span (Fingelkurts 1998; Kaplan and Shishkin 2000; Fingelkurts et al. 

2003a,b). The notion of operational space-time applies here. Intuitively, the Operational Space-

                                                 
9 The attributes are the following: (1) Average amplitude within each segment (µV) – as generally agreed, 
indicates mainly the volume or size of neuronal population: indeed, the more neurons recruited into assembly 
through local synchronization of their activity, the higher will be the amplitude of corresponding to this assembly 
oscillations in the EEG (Nunez 2000); (2) Average length of segments (ms) – illustrates the functional life-span of 
neuronal population or the duration of operations produced by this population: since the transient neuronal 
assembly functions during a particular time interval, this period is reflected in EEG as a stabilized interval of 
quasi-stationary activity (Fell et al. 2000; Kaplan and Shishkin 2000); (3) Coefficient of amplitude variability 
within segments (%) – shows the stability of local neuronal synchronization within neuronal population or 
assembly (Truccolo et al. 2002); (4) Average amplitude relation among adjacent segments (%) – indicates the 
neuronal assembly behavior – growth (recruiting of new neurons) or distraction (functional elimination of 
neurons) (Kaplan and Borisov 2003); (5) Average steepness among adjacent segments (estimated in the close area 
of RTP) (%) – reflects the speed of neuronal population growth or distraction (Kaplan and Borisov 2003). 
10 Although the concept of metastability has been around in physics for a long time, the specific interpretation of 
metastability in the context of a theoretical model of the coordination dynamics in the brain has been developed 
by Kelso (1991). Metastability is a theory of how global integrative and local segregative tendencies in the brain 
coexist (Kelso 1995; Friston 1997; Kaplan 1998). In the metastable regime of brain functioning, the individual 
parts of the brain exhibit tendencies to function autonomously at the same time as they exhibit tendencies for 
coordinated activity (Bressler and Kelso 2001; see also Fingelkurts and Fingelkurts 2001, 2004). The 
synchronized operations of distributed neuronal assemblies are metastable spatial-temporal patterns because 
intrinsic differences in activity between the neuronal assemblies are sufficiently large that they do their own job, 
while still retaining a tendency to be coordinated together. 
11 OM means that the set of the neuronal assemblies synchronously participated in the same cognitive act during 
the analyzed period. The criterion for defining an OM is a sequence of the same synchro-complexes (SC). 
Whereby, SC is a set of EEG channels in which each channel forms a paired combination (with high values of 
index of structural synchrony) with all other EEG channels in the same set (Fig. 3A); meaning that all pairs of 
channels in an SC have to have significant index of structural synchrony (Fingelkurts et al. 2004b). For the 
properties of OM see Fingelkurts and Fingelkurts (2005). 
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Time (OST) is the abstract space and time “constructed” by the brain each time a particular OM 

emerges. Formally, the OST concept holds that, for a particular complex operation, the spatial  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 
Figure 2.  Correspondence between neuronal assemblies and EEG segments. At the top of 
the figure nine EEG channels filtered in the alpha frequency band (7-13 Hz) are presented. At 
the bottom of the figure right occipital EEG channel is presented with corresponding 
characteristics. A, Average amplitude of EEG segments across time-period t; EEG, 
Electroencephalogram; NA, Neuronal assemblies of different size; O, Operations of different 
duration; RTP, Rapid transition periods (boundaries between quasi-stationary EEG segments). 
 

distribution of the neuronal assemblies’ locations with synchronous activity at repetitive 

instants of time (beginnings and ends of simple operations) comprises the OM. These 

distributed locations of neuronal assemblies are discrete, and their proximity or the activity in 

the in-between area, delimited by the known locations, is not considered in the definition (only 

the exact locations are relevant). Also, between the moments in time that particular locations of 

the neuronal assemblies synchronize, there can be smaller subset(s) of these locations 

synchronized between themselves or with other neural locations, though these do not relate to 
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the same space-time of the same OM (although they may relate to some other OM). The sketch 

of this general idea is presented in the figure 3.   

     

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3. Operational module (OM) and operational space-time (OST). Each OM exists in 
the OST, which is “blind” to other possible time and space scales present simultaneously in the 
brain system. In the other words, all neural assemblies that do not contribute to a particular 
OM are temporarily and spatially excluded from the OST. A, Technical estimation of OM; B, 
Illustration of OST. Explanations are done in the text. RTP, Rapid transition periods 
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(boundaries between quasi-stationary EEG segments); SC, Momentary synchro-complexes 
(synchronization of RTPs between different local EEGs at the particular time instants); F3, The 
left frontal area; P4, The right parietal area; O1, The left occipital area. As an example, only 
neural assemblies in these areas (operational space) synchronize their operations on a 
particular (operational) time-scale.   

 

A quantitative description (Kaplan et al. 2005) of this type of synchrony, also called 

structural synchrony (SS)12, provides the means for a radically new insight into the co-

operation of the brain’s systems, and it offers a mechanism of how discrete brain operations are 

bound together into a unified complex cognitive operation/function (Fingelkurts and 

Fingelkurts 2003; Fingelkurts et al. 2005). Thus, the structural (or operational) synchrony 

measure enables researchers to detect periods with a more or less generalized stabilization 

(metastable OMs) in the dynamics of the spatial mosaic of segments of the brain 

electromagnetic field (Fingelkurts and Fingelkurts 2001, 2003). It was demonstrated 

experimentally that the OMs transition appears abruptly, when the set of brain areas which 

constitute an OM rapidly looses functional couplings with each other and establishes new 

couplings within another set of brain areas, thus demarcating a new OM in the space-time 

continuum, Fig. 4 (Fingelkurts 1998; Fingelkurts et al. 2003b; see also John 2002 for the 

possible mechanism; and Brown 1998 for a philosophical conceptualization). These distinctive 

jumps between OMs have the appearance of a spatio-temporal discontinuity revealed in the 

EEG global field (which is not to be confused with abrupt jumps in the local EEG fields – 

concatenated quasi-stationary segments). Therefore, the apparent EEG field discontinuity was 

adopted as the sign of a state transition in cortical (and subcortical) dynamics (Fingelkurts and 

Fingelkurts 2001; for similar ideas see also Bressler 1995; Freeman 2003; Freeman and Vitiello 

2005). First substantial experimental support for this formulation was obtained within the 

framework of the brain microstates concept: Momentary cortical electric field distributions are 

abruptly upgraded and replaced constantly (Lehmann 1971; Lehmann et al. 1987), and are 

associated with “atoms of thought” (Lehmann and Koenig 1997; Lehmann et al. 1998). Later it 

has also been shown experimentally that the metastable topological combinations in the EEG 

field appeared to be correlated with and dependent on individual levels of anxiety (Shishkin et 

al. 1998), cognitive tasks (Fingelkurts et al. 2003b), multisensory perception (Fingelkurts et al. 

2003a), pharmacological influences (Fingelkurts et al. 2004a,b), large ontogeny shifts (e.g., 

                                                 
12 The index of structural synchrony (ISS) is estimated through synchronization of rapid transition processes (RTP) 
– boundaries between quasi-stationary segments – between different EEG channels. This procedure reveals the 
functional (operational) interrelationships between cortical sites as distinct from those measured using correlation, 
coherence and phase analysis (Kaplan et al. 2005). 



 23

between children and adults) (Borisov 2002), and changes in the functional state of brain 

during schizoid diseases (Kaplan and Borisov 2002).  

     

 

 

 

 

 

 

 

 

 

Figure 4. Isomorphism between functional structures of phenomenological experience 
and electromagnetic brain field. Phenomenological level illustrates the ever-changing stream 
of cognitive acts (in limit, thoughts or images) where each momentarily stable pattern is a 
particular cognitive macro-operation. Thus, stream of phenomenal experience has a composite 
structure: It contains stable nuclei (or cognitive operations/thoughts/images) and transitive 
fringes or rapid transitional periods (RTP). At the EEG/MEG level these processes are 
reflected in the chain of periods of short-term metastable states (or operational modules, OM) 
of the whole brain and its individual subsystems (grey shapes), when the numbers of degrees 
of freedom of the neuronal networks are maximally decreased. Grey out-lined shapes illustrate 
complex OMs. Changes from one cognitive act to another are achieved through RTPs. 
Experimental data are represented from the original study by Fingelkurts et al. 2003b.   

 

The mean duration of OMs (for a native EEG with a frequency band of 0.3-30 Hz) usually 

varies from 80-100 ms (for OMs which cover large part or entire cortex)13 to 30 sec (for small 

OMs). These accounts, including variations in duration, are consistent with known estimates of 

cognitive processes, and of “moments of experience” or “thoughts”, which may vary between 

tenth of milliseconds and several seconds depending on circumstances (Pöppel 1988). 

However, it was shown that some OMs for specific brain oscillations are very stable and do not 

change across multistage experimental conditions (Fingelkurts 1998; Fingelkurts et al. 2003b). 

These stable OMs are probably responsible for long-lasting, complex brain operations and body 

“housekeeping” tasks. Considering the polyphonic character (mixture of different frequency 

oscillations) of the EEG field (Nunez 1995; Basar et al. 2001; Basar 2004) and the hierarchical 

nature (different time-scales) of segmental descriptions of local EEG fields (Kaplan 1998; 

                                                 
13 These values coincide precisely with the mean microstate duration of entire neocortex (82 ± 4 ms) obtained for 
healthy young adults using Lehmann approach (Koenig et al. 2002), which is essentially different from our 
method. Thus, these data cross-validate each other.   
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Kaplan and Shishkin 2000), OMs could coexist on different time-scales, over spatial patches 

ranging from a small number of brain areas to an entire hemisphere and eventually, the whole 

brain (Fingelkurts and Fingelkurts, 2003; for the experimental support see Fingelkurts 1998; 

Fingelkurts et al. 2004b). Thus, microstate transitions (which illuminate sequences of 

concatenated quasi-stationary segments) may occur continually and locally in every area of the 

cortex (yielding parallel processing), leading to superimposed spatio-temporal patterns of 

stabilized activity (indexed as OMs) with fractal distributions of size and duration14 (for similar 

formulation, see Freeman 2003). In this way, OMs lie, in some sense, between classical and 

connectionist architectures. They resemble connectionist networks (Churchland and Sejnowski 

1992) in many respects: They may serve as associative, content addressable memories, and 

they are distributed across many neural assemblies. Yet, the specific temporal patterns (OMs) 

by themselves are unitary, like symbols of classical logics (Fodor and Pylyshyn 1988).  

Thus, discreteness of parallel brain operations (indexed as sequences of concatenated quasi-

stationary segments in local EEGs) is implemented in the continuity of unified metastable 

spatio-temporal patterns (indexed as OMs) of brain activity (Fig. 3). In other words, the 

continuity of OMs exists as long as the set of brain areas keeps synchronicity between their 

discrete operations. We argue that at the phenomenological level, a continuity of consciousness 

would be experienced. This conclusion is consistent with the view presented by Damasio 

(2000) that consciousness comes from the abundant flow of endless narratives of the processed 

objects and their features in different brain areas. 

The statistical properties described above characterize a system that can maintain itself in a 

state of self-organized criticality (Bak et al. 1987; Barrie et al. 1996; Linkenkaer-Hansen et al. 

2001; Freeman et al. 2000; Hwa and Ferree 2002). Thus, in the framework of the Operational 

Architectonics (OA) theory of brain functioning, the brain can be regarded as a massively 

interactive organ, without centralized control, that maintains itself in metastable states that 

combine long-term continuity with the capacity for rapid change (marks of discrete events) in 

accord with sudden and unpredictable changes in environments, both inside and outside the 

body (Fig. 4; Fingelkurts and Fingelkurts 2004, 2005; see also Freeman 2003, Freeman and 

Vitiello 2005 for similar conceptualization). In such a way, the OA framework suggests the 

                                                 
14 It has been demonstrated that if two areas of cortex are operationally synchronized, then they tend to be also 
synchronized with some other areas (Fingelkurts 1998). Calculations showed that the power-law statistics governs 
the probability that a number of cortical areas are recruited into an OM. This ubiquitous dependency is 
characterized by a fractal relation between different levels of resolution of the data, a property also called self-
organized criticality (Bak et al. 1987).  
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natural principle which may underlie and unify in a plausible manner the dual nature 

(discreteness and continuity) of cognition and consciousness.  

 

5. Implication of Operational Architectonics framework for cognition and consciousness 

 

According to the OA framework, both discreteness and continuity appear to be intrinsic to 

the neurophysiological principles by which the brain operates, and they are highly and naturally 

entangled through self-organized operational synchrony (OS) processes among neurons within 

a local region, as well as between many regions. It is tempting to believe that electromagnetic 

brain field complexity is mirrored in phenomenological (functional) complexity and vice versa. 

Thus, it has been suggested, based on the principle of functional isomorphism15, that the large-

scale spatial EEG mosaic of metastable operational modules (OM) may underlie mental states 

and conscious states, in particular (see Fingelkurts and Fingelkurts 2001, 2003 for a detail 

discussion). The main idea is that the structure of the electrical brain field, the structure of 

cognition, and the phenomenal structure of consciousness, all have the same organization (Fig. 

4): The succession of discrete and relatively stable periods (metastable OMs, cognitive acts or 

thoughts, correspondingly) separated by rapid transitive processes (abrupt changes between 

OMs, cognitive acts or thoughts, correspondingly) (Fingelkurts and Fingelkurts 2001)16. 

More specifically, feature extracting neural assemblies, which are dispersed throughout the 

brain, decompose in parallel the complex stimulus into so-called fragments of sensation (John 

2002). For example, for the visual modality (being the best investigated), selective neural 

activity for each dimension of the stimuli has been discovered in distinct and topographically 

organized areas of the visual system in rats, cats and primates, including humans (for review, 

see Lennie 1998). Summarized fluctuations of post-synaptic excitatory and inhibitory 

membrane potentials (EPSPs/IPSPs) in these neural assemblies become non-random, reflected 

in a concatenation of quasi-stationary intervals/segments at the local EEGs (Fingelkurts and 
                                                 

15 Isomorphism is generally defined as a mapping of one entity into another having the same elemental structure, 
whereby the behaviors of the two entities are identically describable (Warfield, 1977). A functional isomorphism 
on the other hand requires the functional connectivity between its component entities (Lehar, 2003). It is an 
extension to Müller's psychophysical postulate (Müller 1896), and Chalmers' principle of structural coherence 
(Chalmers 1995). 
16 Indeed, experimental evidence suggests that the behavioral or cognitive continuum is a succession of discrete 
behavioral/cognitive acts performed by an individual (Alexandrov 1999; Madison 2001). Each separate act is the 
integration of a certain number of operations, which are important and appropriate for the realization of this act. 
The change from one behavioral/cognitive act to another is embedded in a rapid “transitional process” 
(Alexandrov 1999). The same is true for the phenomenological structure of human consciousness which consists 
of stable nuclei (or thoughts) and transitive fringes (or periods) – as it is described by James’ metaphor of “Stream 
of Thoughts” (James 1890). It seems that metastability provides a mechanism of the functional isomorphism 
realization (Fingelkurts and Fingelkurts 2004). 
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Fingelkurts 2001). We hypothesize that at this level the OS process binds a number of different 

properties into an unified unit within one sensory modality, or to use Metzinger’s term, into a 

“perceptual Gestalt” (Metzinger 1995). 

However, a perceived object (or scene) usually has several qualities (color, shape, texture, 

and so on) that are all instantiated at the same time, in the same place. Thus, when we perceive 

an object, we normally do not see its features apart from each other; instead we perceive a 

spatially localized unit that has, at the same time, a given color, shape, particular texture, and so 

on. In other words, we cannot consciously perceive an object as a whole without perceiving it 

as having a value for each of these sensory qualities. We suppose that the OS processes 

between different brain regions (indexed through structural synchrony of segments within EEG 

field) serve to bind spatially dispersed representations (bases of sensations) of a multimodal 

stimulus into an integrated and unified percept (Fingelkurts and Fingelkurts 2003). Within the 

framework of an OA approach, this level of OS corresponds to Metzinger’s generation of 

“multi-modal Gestalts” (Metzinger 1995). Indeed, using a robust illusion known as the McGurk 

effect17 (McGurk and MacDonald 1976), it has been shown that the crossmodal binding in the 

human brain is achieved through the process of operational synchrony between modality-

specific and non-specific cortical areas, rather than in so-called convergence regions of the 

cortex (Fingelkurts et al. 2003a). It is interesting that the multimodal representational percepts 

obtained in this study had emergent properties. The subjects who did not display the McGurk 

illusion (meaning that they lack of multi-sensory integration) in contrast demonstrated 

significant uncoupling (negative values of the operational synchrony) of particular brain areas 

(see Fingelkurts et al. 2003a, for a discussion). These experimental findings support the view of 

John (2002) that subjective awareness of the percept emerges as a property of an electrotonic 

field resonating throughout coherent neuronal masses in the brain. It is further proposed that 

such a binding process is crucial for awareness and conscious processing (Singer 2001; John 

2002), where the “self” may be a transient dynamic signature of a distributed array of many 

brain regions (a hierarchy of OMs in our interpretation, see Fingelkurts and Fingelkurts 2003) 

integrated by synchronization (Varela 2000). Functional isomorphism between the dynamical 

structure of EEG field (sequence of OMs) and the dynamical structure of behavior (sequence of 

behavioral acts), cognition (sequence of cognitive acts), and phenomenological structure of 

                                                 
17 In this effect normal listeners report hearing audio-visually fusion syllables as some combination of the auditory 
and visual syllables (e.g., auditory /ba/ + visual /ga/ are perceived as /va/) or as a syllable dominated by the visual 
syllable (e.g., auditory /ba/ + visual /va/ are perceived as /va/). The vast majority of people (but not all) experience 
the McGurk illusion. It was also shown that the McGurk illusion exists between other sensory modalities.  
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consciousness (sequence of metal states or thoughts) is described in detail elsewhere 

(Fingelkurts and Fingelkurts 2001). 

It is worth noting that the sequences of cognitive operations responsible for sensations and 

their synchronization into complex cognitive operations (which underlie percepts) occur 

simultaneously (parallel processing), enabling subjective apprehension of a unified holistic 

experience (Bayne and Chalmers 2002). At the EEG level, the constancy and continuous 

existence of metastable OMs persist across a sequence of discrete and concatenated segments 

of stabilized local EEG activities that underlie them (Fig. 3; Fingelkurts and Fingelkurts 2001, 

2003). Presented framework suggests that both parallel and serial processing may be just 

different sides of the same one mechanism – synchrony of brain operations. Parallel processing 

is performed by individual neuronal assemblies, while serial processing emerges as a result of 

formation of OMs and their changes along with shifts in the process of actualization of objects 

in the physical or mental world. 

Because of the composite polyphonic character of the electrical (EEG) brain field, this field 

may be presented as a mixture of many time-scale processes (individual frequency 

components) (Nunez 2000; Basar et al. 2001; Basar 2004). Consequently, a large number of 

functionally distinct OMs can co-exist simultaneously on different brain frequencies and even 

between them18 (for experimental support, see Fingelkurts 1998; Kaplan and Shishkin 2000; 

Fingelkurts et al. 2004b). If signal types can be encoded in characteristic spatial-temporal 

patterns (OMs) that serve as temporal “stamps”, then different kinds of time patterns (OMs) 

can be present/sent over the same transmission lines, at different times or even interleaved 

together without being functionally confused (Cariani 1997). Thus, most likely the OMs exist 

simultaneously to subserve the multiple operational acts require by the functioning of the 

organism and the interaction of the organism with its environment (for similar formulation, see 

Arbib 2001). However, only some of these OMs may constitute mental states (Fingelkurts and 

Fingelkurts 2003, 2005). Even though there are many mental images active at any time, 

consciousness is rather focused to a particular mental state in which the potential for many is 

sacrificed for the “survival” of one19 (Fingelkurts and Fingelkurts 2001), which can be of 

                                                 
18 Here there are no restrictions for the relations between frequency bands, because the method we used for 
assessing the OMs is not associated with the phase relation as the usual techniques estimating synchrony (Kaplan 
et al. 2005). 
19 This point has been emphasized many times during history of psychophysiology science as a “limited capacity 
of conscious state” (James 1890; Kahneman 1978; Posner 1987; Baars 1988; von der Malsburg 1997). 
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different complexity, however20. We suggest that this level of OS process corresponds to the 

“formation of complex scenes and situations” though “temporal Gestalts,” as Metzinger labeled 

them (Metzinger 1995). Memory should be involved here, guiding the behavior through 

representations of the world and thus freeing the individual from environmental dependency.  

It has been suggested that synchronization of the operations of certain cortical areas (OMs) 

seems necessary as a basis for the successful performance of different memory stages: 

Encoding, retrieval, and retention (Fingelkurts et al. 2003b). Generally, the diversity of OMs 

and their “recruitment order” (the number of areas involved) grew simultaneously as the 

cognitive load increased and reached its maximum at the retention stage of the short-term 

memory task (Fig. 4). Also, the functional life-span of cortical OMs within the anterior part of 

the cortex became shorter during the retention and test periods of the short-term memory task. 

This was interpreted as demonstrating a more dynamic performance of synchronized brain 

operations during retrieval. In contrast, occipital and parietal cortical areas were performing 

longer operational acts. It is intriguing that although memory encoding, retrieval, and retention 

often shared common regions of the brain network, the particular functional integration of these 

areas (indexed as OMs) was unique for each stage of the short-term memory task (for a detailed 

analysis, see Fingelkurts et al. 2003b). This suggests that the same cortical regions may play a 

part in more than one functional constellation, and that it is their interactions with other brain 

regions that determine what operations are being served at that time. The fact that different 

consequent OMs may contain several common areas permits continuity between past, present 

and future, thus leading to continuity of cognitive processes and subjective experiences over 

several discrete microstates. These experimental results are consistent with theoretical 

conceptualizations of Brown (1998, p. 244), who writes, “The states replace their predecessors 

in overlapping waves. The sequence of phases in the state is obligatory: an inception, a 

development, a perishing, giving way to the next state in the series.” Thus, “The becoming is 

absorbed into the present and obscured by the wholeness of the entity it creates” (Brown 1998, 

p. 239). 

In this way the multidimensional and hierarchical Operational Architectonics framework 

may provide plausible and productive foundations for the fine texture of cognition and 

consciousness; it shows how discreteness and continuity dynamics can be integrated in order to 

                                                 
20 Complexity hierarchy enables the system to build complex representations from primitive ones so that the 
semantic value of the complex representation is determined by, and dependent on, the semantic values of the 
primitives (Fingelkurts and Fingelkurts 2003). 
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tell a unified story about how the mind works. However, the OA tenets require further 

systematic experimental investigations and mathematical modeling. 

 

6. Further experiments and predictions   

 

In the context of the OA framework, it has been shown experimentally that there are changes 

at the neurophysiological level (in the duration and transition speed of operations; and in the 

number and type of OMs) following changes in the subjects’ functional state (Fingelkurts 

1998), cognitive tasks (Kaplan and Shishkin 2000), and memory stages (Fingelkurts et al. 

2003b). However, previous experiments have not employed explicitly the particular contents of 

consciousness (the phenomenal level)21. Therefore, the next step should be the study where 

conscious contents have been taken according to the methodology of contrastive analysis (e.g., 

consciousness as a variable).  

We suggest that patients with schizophrenia, who have particular symptoms (“standing 

thought” or “fast stream of thoughts”), can be used for this purpose. In such patients, the 

temporal conscious phenomena are manifested in their clearest form and will not be easily 

confused with any other phenomena, such as faking. The subjective experiences of these 

patients should be described so that the degree of experienced changes in conscious experience 

(e.g. the duration of a thought) can be estimated or quantified (Lutz et al. 2002). Multichannel 

EEG should be registered during “standing thought” and “fast stream of thoughts” conditions 

separately. The duration of EEG quasi-stationary segments and the set and complexity of OMs 

should be calculated. Considering that (a) the mean duration of the quasi-stationary segments 

was consistent with the duration of cognitive processes (Fingelkurts et al. 2003a) and (b) 

different topographies of the microstates (number/set of OM) were associated with diversity of 

different cognitive modalities involved (Fingelkurts et al. 2003b), we predict that the life-

span/diversity of neuronal correlates (indexed as quasi-stationary segments and OMs) should 

be longer/lower when such subjects experience “long thoughts”, and shorter/higher when they 

experience “short thoughts” (collaboration is welcomed). 

The next experimental step is to test whether the patient’s subjective experience of thought 

duration could be modified pharmacologically to shorten or prolong the subjectively perceived 

                                                 
21 It should be stressed that the concepts “state” and “contents” of consciousness should be differentiated from 
each other. The “contents” of consciousness refer to the patterns of subjective experience at the phenomenal level: 
percepts, emotions, sensations, mental images, etc. (Block 1995), while the term “state” of consciousness refers to 
the underlying context in the brain in which the phenomenal contents of consciousness are realized. Thus, the 
“state” does not refer to the subjective experiences themselves (Kallio and Revonsuo 2003). 
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duration of the thought. Multichannel EEG should be registered concurrently, thus permitting 

the monitoring of the involvement of neural mechanisms (indexed by the duration of quasi-

stationary segments and by the number/type of OMs) during the pharmacological influence. It 

is well known that a number of pharmacological agents create subjective time distortions when 

administered. For example, nootropic drugs / neuroleptics can be used as pharmacological 

agents which shorten/prolong the subjectively perceived duration of the thought. It has been 

shown that these drugs indeed decrease/increase (respectively) the duration of segments of 

EEG stationary maps (Lehmann et al. 1993; Kinoshita et al. 1995). Therefore, we predict that if 

the subjective experience of the duration of a thought changes (by means of pharmacology, for 

example), then the life-span of EEG quasi-stationary segments and the set/complexity of OMs 

should change correspondingly.  

However, the use of pharmacological agents most likely would influence local and remote 

brain functional connectivity per se, thus altering neurophysiological activity itself. Indeed, it 

has been shown that the activity of different-size neuronal populations within alpha and beta 

frequency bands is affected significantly by the psychotropic drug lorazepam (Fingelkurts et al. 

2004b). It also has been demonstrated that lorazepam leads to a total and significant increase in 

the number and strength of remote functional connections within both alpha and beta frequency 

bands along the whole neocortex (Fingelkurts et al. 2004a). Thus, the more productive way to 

test the previously offered hypothesis is to use hypnosis (even better the posthypnotic 

suggestion about entering hypnosis22) instead of pharmacology to influence thought length. In 

such an experiment the subject would be given a post-hypnotic suggestion about the duration of 

his/her thoughts (“standing thought” or an extremely fast stream of thoughts) when given a pre-

specified cue. Multichannel EEG should be registered simultaneously with consequent 

calculation of quasi-stationary segments and OMs. In our preliminary study with a single 

highly hypnotizable subject in normal baseline condition and under neutral hypnosis we have 

shown that the duration of EEG quasi-stationary segments (for delta, theta, alpha, and beta 

frequency bands) was significantly longer during hypnosis when compared with baseline 

(unpublished data). Even though in that study there was no any hypnotic suggestion about the 

time experience, the obtained results indirectly support our prediction, – it is well known that 

during hypnosis the sensation of time passing is stretched because internal events are 

subjectively slowed (Naish, 2001).  

                                                 
22 The use of a posthypnotic suggestion would minimize the need for suggestions of relaxation, drowsiness, etc. 
which are typically used in a hypnotic induction (Kallio and Revonsuo 2003).  
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Another framework that permits to trace neurophysiological changes (indexed as EEG 

segments and OMs) along with changes in subjectively perceived temporality, is the flash-lag 

effect (perceptual lagging of a separate reference flash behind the features of a continuously 

exposed object/event) (Purushothaman et al. 1998). A physiologically plausible explanation of 

this effect has been suggested within the concept of perceptual acceleration (Bachmann et al. 

2003). According to this concept, the latency (with which signals from the same stimulus-event 

are sampled for explicit representation) is long initially (after the onset of stimulation); 

however it decreases gradually on-line with temporally extended stimulus input. This may be 

so, because thalamo-cortical (Bachmann 1984, 1999) and intra-cortical (DiLollo et al. 2000) 

reentrant processes are involved. That is why there is initially a long delay between the 

stimulus input and its representation in awareness. However, with an accumulating stream of 

input signals, obtaining awareness is gradually accelerated, as the preceding samples of 

stimulation-stream will have prepared retouch ahead in time (Bachmann et al. 2003). The OA 

framework makes the prediction that in the beginning of such a stimulation-stream, the duration 

of EEG quasi-stationary segments should be longer than at the end. Concurrently, the “order of 

recruitment” of OM also should be higher in the beginning, reflecting the nonspecific re-entrant 

processes. In contrast to continuous in-stream stimulation ahead in time, long EEG segments 

and diverse OMs should characterize a separate flash. Results from our previous study of multi-

sensory standard and deviant congruent and incongruent stimuli (Fingelkurts et al. 2003a) are 

in line with this prediction. For all deviant stimuli (irrelevant to modality), the duration of brain 

operations (indexed as EEG segments) was significantly longer than for the standard stimuli, 

and for audio-visual stimuli the duration of brain operations was significantly shorter than for 

unimodal stimuli (irrelevant to modality). Also, brain operations (indexed as EEG segments) 

tended to be of a longer duration in response to the presentation of incongruent audio-visual 

stimuli than in response to the presentation of congruent audio-visual stimuli (see Fingelkurts et 

al. 2003a for a discussion). 

The OA framework suggests the functional isomorphism between the dynamic 

phenomenological structure of consciousness and the dynamic structure of bioelectrical brain 

field (Fingelkurts and Fingelkurts 2001). Thus, another set of experiments should concentrate 

on studying this isomorphism. Such experiments would contrast the same content of 

consciousness caused by two different mechanisms: First, for example, by a hypnotic 

suggestion (e.g. the hallucinatory experience of seeing a particular object) and second, by an 

actual visual stimulus, by showing the actual object during wakefulness (see Kallio and 

Revonsuo 2003 for description of several relevant experiments). Multichannel EEG should be 
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registered during these two conditions with subsequent calculation of OMs and duration of 

EEG quasi-stationary segments. If the functional isomorphism principle is correct, then the 

same conscious content imposed by hypnotic suggestion and by visual stimulus should be 

expressed by the same number, set and duration of OMs. Also, experiments in which 

perceptual experience changes without any change in external stimuli (Multistable illusions or 

Illusory contours, Eagleman 2001; 3-D object arising autostereograms, Lutz et al. 2002; the 

Mooney face figures, Rodriguez et al. 1999; or the pop-out effect, Treisman and Gelade 1980) 

can be used for the same purpose. 

The main point of the OA framework is that operational synchrony may represent the 

binding mechanism (Fingelkurts and Fingelkurts 2001, 2003). Thus, one predicted consequence 

would be disruption in the OA (measured as the large-scale patterns of neural population 

coordination, OMs) in patients with schizophrenia as compared to normals. We suppose that 

such disruption might be related to a fragmented cognitive and phenomenological experience 

found in schizophrenic patients (Haig et al. 2000). This prediction is supported by the 

experimental results of a pilot study (Kaplan and Borisov 2002). Therefore, we reasoned that 

disruption of this coordination mechanism (“a disorder of the metastable balance” as termed by 

Bressler 2003) is a contributing factor in the disorganization syndrome, a psychopathological 

dimension in schizophrenia (Cuesta and Peralta 2001). Other patients with disorganization 

syndromes may also be studied for the same purpose. 

This review article was intended to show that OA framework of timing in cognition and its 

neurobiological (EEG) counterpart provides a neurobiologically plausible explanation and can 

produce highly specific predictions on brain processes. Such predictions can lead to 

experiments yielding results that may prove the predictions correct. Even though the OA 

framework is still incomplete, we argue that there is a sound perspective on further developing 

the neurobiological approach to account for a problem of “continuity and discreteness” within a 

unified theoretical framework. 

 

7. Appendix A: Operational Architectonics and other related theoretical frameworks 

 

The OA theoretical framework has a marked resemblance to other theoretical accounts 

currently dominating the field of research. This is not the place for a detailed discussion of the 

similarities and differences between various theoretical frameworks, since the scope of the 

present paper is limited to the “continuity-discreteness” problem. Therefore, we will touch this 

subject very briefly. The first theory which we want to address is the “Global Workspace 
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(GW)” framework (Baars 1988). According to this theory, the brain seems to show a 

distributed style of functioning, in which the detailed work is done by millions of specialized 

neural groupings without specific instructions from some command centre. Mostly these are 

unconscious processes; however, consciousness creates widespread access (free from 

interference) to complex and unconscious systems. Using “theater metaphor,” Baars argued 

that as theatre combines very limited events taking place on stage with a vast audience, 

consciousness involves limited information that creates access to a vast number of unconscious 

sources of knowledge (Baars 1997).  

Generally, the OA framework is also consistent with the “Framework for Consciousness” 

suggested by Crick and Koch (2003). The main lines of correspondence are the following: a 

preamble on the cerebral cortex; the fact, that most cortical areas is sensitive to correlations 

among correlations being expressed by other cortical areas; the importance of neuronal 

assemblies; the claim that conscious awareness is a series of discrete snapshots and that the 

durations of successive snapshots are not constant (Crick and Koch 2003).  

Further, our theoretical framework is also compatible with Chalmers’ “Philosophy of Mind” 

(2002) in the part that any distinction in experience should be mirrored by a distinction in 

neural activity, and the pattern of experience should be matched by the pattern of awareness 

(see “functional isomorphism” in Fingelkurts and Fingelkurts 2001, 2003, 2004).  

It is worth to note that OA framework is in vein with Revonsuo’ “Neuroconsciousness” 

conception (2001). According to this framework, consciousness is a real biological 

phenomenon that is physically located within the brain; – it is the phenomenal level of brain 

organization (Revonsuo 2000). Further, it is suggested that physiologically neuroconsciousness 

consists of large-scale electrophysiological (or bioelectrical) activity spatio-temporal patterns; 

and synchrony in these patterns may be the mechanism by which the conscious state and its 

contents are realized in the brain. Further, it has been proposed that “neural synchrony seems to 

be capable of supporting higher-level electrophysiological entities that resemble the content of 

the phenomenal level of organization” (Revonsuo 2001, p. 6). 

Besides just mentioned theories, there are two related theoretical frameworks which have the 

closest similarities with the OA conceptualization. These are (a) the “Resonant Cell 

Assemblies” framework developed by Varela (1995) and (b) the “Dynamic Core” theory 

proposed by Tononi and Edelman (1998). Because of limited space, we summarize the 

similarities and differences between these theoretical frameworks and our OA theory in Table 

1. One can notice that besides similarities between all three theories, the OA framework has 

several notable differences. We will concentrate here only on the most relevant ones.  
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1) Neither the Neuronal Assembly (NA), nor the Dynamic Core (DC) is flexible enough to 

allow for a representation of complex objects or for the execution of complex combinatorial 

cognitive operations, which are also the gist of their internal structure. This is so because NA 

and DC do not have internal hierarchical organizations. Here, it is essentially necessary to 

allow for hierarchical organization with the structured integration of subcomponents (von der 

Malsburg 1999). The components in question are often necessarily activated under the same 

overall conditions; hence without defined internal structure a NA/DC could not distinguish 

between the two (or more) types of events. In contrast, Operational Modules (OMs), which are  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table 1. Comparison of Operational Architectonics framework with Resonant Cell Assemblies and Dynamical Core frameworks

Dinamic Core Operational Architectonics Resonant Cell Assemblies 
Tononi & Edelman, 1998 Fingelkurts & Fingelkurts, 2001 Varela, 1995

Definition The dynamic core (DC) is a 
functional cluster: its participating 
neuronal groups are much more 
strongly interactive among 
themselves than with the rest of the 
brain 

Operational Module (OM) is a 
distributed set of the neuronal 
assemblies, which synchronize their 
operations in order to participate in 
the same cognitive act during the 
period of observation

A neural assembly (NA) is a 
distributed subset of neurons with 
strong anatomical reciprocal 
connections

Structure
The DC (functional cluster) is a 
single, integrated neural process that 
cannot be decomposed  into 
independent or nearly independent 
components, therefore it does not 
have internal structure

The OM has rich internal strucutre 
and therefore can be decomposed 
into independent or nearly 
independent neuronal assemblies; or 
it can be integrated  with other OMs 
within new complex OM

The NA is a single, integrated neural 
process that cannot be decomposed 
into independent or nearly 
independent components, therefore it 
does not have internal structure

Time-scale Its global activity patterns must be 
selected within less than a second 
out of a very large repertoire.

Its global activity patterns must be 
selected within less than a second 
out of a very large repertoire.

Its global activity patterns must be 
selected within less than a second 
out of a very large repertoire.

Dynamics The DC may change in composition 
over time.

The OM may change in composition 
over time.

The NA may change in composition 
over time.

Inclusion 
criteria Participation in the DC depends on 

the rapidly shifting functional 
connectivity among neurons  rather 
than on anatomical proximity

Participation in the OM depends on 
the rapidly shifting functional 
connectivity among neuronal 
assemblies  rather than on 
anatomical proximity

Participation in the NA depends on 
the rapidly shifting functional 
connectivity among neurons  rather 
than on anatomical proximity

Nature
The DC is a process, since it is 
characterized in terms of time-
varying neural interactions , not as a 
thing or a location

The OM is a process, since the 
continuity of OM exists as long as the 
set of neuronal assemblies keeps 
functional synchronicity between 
their discrete operations on a 
particular time-scale

The NA is a process, since it is 
characterized in terms of time-
varying neural interactions , not as a 
thing or a location

Relation to 
the rest of 
the brain

Different parts of the brain can be 
jointly part of the DC but the core is 
not restricted to any particular subset 
of the brain

Different parts of the brain can be 
jointly part of the OM but it is not 
restricted to any particular subset of 
the brain

Different parts of the brain can be 
jointly part of the NA but it is not 
restricted to any particular subset of 
the brain

Number The DC is one , however certain 
psychiatric syndromes may be 
associated with the existence of 
multiple dynamic cores within one 
brain

Brain in normal state as well as 
during different psychiatric 
syndromes is characterized by the 
existence of multiple OMs within one 
brain

Author did not address this issue

Metastability

The DC constantly gives rise to new
patterns in succession and thus has
metastable dynamics, however it is
not metastable  by itself

The OM constantly gives rise to new
patterns in succession and thus has
metastable dynamics; additionally it
is metastable by itself because
intrinsic differences in activity
between the neuronal assemblies
which constitute OM are sufficiently
large that they do their own job , 
while still retaining a tendency to be
coordinated together within single
OM

The NA constantly gives rise to new
patterns in succession and thus has
metastable dynamics, however it is
not metastable  by itself
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the main constituents of the OA framework, do have such internal organization (see 

Fingelkurts and Fingelkurts 2003, 2005): one OM may be a member of another more complex 

one, or it may be decomposed until simple neuronal assemblies, each of which would be 

responsible for simple brain/cognitive operations. Therefore, the recombination of subsets of 

neuronal assemblies into OMs, and of different OMs into larger structured OMs yields a vast 

number of potential combinations needed to represent the multivariability of cognition and 

eventually consciousness (Fingelkurts and Fingelkurts 2004). Such complex structure of OM is 

also important for the semantic representations of words with similar meanings, for example, 

for hyponyms and hyperonyms (Pulvermüller 1999). For instance, it can be shown that 

between-assembly connections and activity dynamics are a possible basis of semantic 

associations and/or grammatical phenomena (see Ivancich et al. 1999; Pulvermüller 1999; 

Fingelkurts and Fingelkurts 2001, 2003 for further discussion). 

2) In contrast to NA/DC models, the OA framework supposes large number of coexisting 

OMs. Considering the composite polyphonic character of the electrical brain field (EEG), this 

field may be presented as a mixture of many time-scale processes (individual frequency 

components) (Nunez 2000; Basar et al. 2001; Basar 2004). Consequently, a large amount of 

functionally distinct OMs can co-exist simultaneously at different time-scales and even 

between them (Kaplan and Shishkin 2000; Fingelkurts and Fingelkurts 2001; here there are no 

restrictions for the relations between frequency bands, because the method we used for 

assessing the OMs is not associated with the phase relation as the usual techniques estimating 

synchrony). Simultaneous existence of these OMs subserves the numerous operational acts on 

the functioning of the brain/organism and on the interaction of the organism with its 

environment (Arbib 2001). Only subset of these OMs constitutes mental states, some of which 

are of conscious nature (see Fingelkurts and Fingelkurts 2001, 2003, 2005 for further 

discussion). 

3) Even though all three theoretical frameworks stress the importance of functional 

connections, the concepts they used to define the values of functional connectivity differ 

significantly between them. This subject is discussed in a grate detail in our previous 

publications; therefore we address interested reader to them (Fingelkurts et al. 2005; 

Fingelkurts and Fingelkurts 2005). Here we should only mention that OA framework supposes 

“true” functional synchrony which not necessarily requires any anatomical connections. It is 

the stimuli (either external or internal), the task, and other functions which cause the 

synchronization; therefore, it is a function-based synchronization (Fingelkurts and Fingelkurts 

2005).  
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4) The OMs in contrast to NA/DC are characterized by the metastable nature. Attention, we 

speak here not about dynamics of OM/NA/DC which is also metastable, but about the 

functional entity (OM/NA/DC) pre se. As we have already mentioned in the main body of the 

text, the OMs are inherently metastable since they constructed by separate neuronal assemblies 

which process and represent different types of information from relatively independent brain 

functional systems; however, at the same time they exhibit tendency for the coordinated 

activity (Fingelkurts and Fingelkurts 2004, 2005). Such simultaneous existence of autonomous 

and coordinated tendencies is the essence of the metastable regime of system (brain) 

functioning (Kelso 1991, 1995).   

5) NA/DC are lacking of the time-dimensional information in each cortical area separately, 

while the OM is based on the detailed and known time-dimensional information in each cortical 

area. 

 

8. Appendix B: The methodological problems with Cell Assembly model 

 

The claim held by many researches that cell assembly framework cannot be easily falsified 

may be the basis for a premature rejection of many cell assembly based theories (as the OA 

theory) that offer a neurobiologically plausible framework within which so much can actually 

be explained. The existence of cell assemblies could, in principle, be tested by recording, in 

parallel, multiple neurons whose activity is correlated with different cognitive functions or 

conscious experience. Multielectrode recordings have already indicated that rapid changes in 

the functional connectivity among distributed populations of neurons can occur independently 

of firing rate (Vaadia et al. 1995). Furthermore, recent studies in monkey frontal cortex show 

abrupt and simultaneous shifts among stationary activity states involving many, but not all 

recorded neurons (Seidemann et al. 1996), thus clearly indicating the functional clustering of 

neurons into neuronal assemblies.  

However, such studies have several methodological limitations. For example, understanding 

of how the cooperated activity of neurons gives rise to collective assembly behavior requires 

improved methods for simultaneous recording with minimal damage to the neuronal tissue 

(Buzsáki 2004). Another important step in multielectrode recording analysis is the isolation of 

single neurons on the basis of extracellular features. Several methods exist, however they based 

on the assumptions which are difficult to justify in most cases (Llinas 1988; Gray et al. 1995). 

Yet another difficulty is that no independent criteria are available for the assessment of unit 

isolation (Buzsáki 2004) and therefore, inter-laboratory comparison is difficult and makes 
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interpretation of the results controversial. Additionally, it is often not known what a given cell 

assembly is coding for: there is considerable evidence that the firing pattern of neurons even in 

primary sensory cortices reflects not just the physical nature of a stimulus, but also internal 

factors (Zhou and Fuster 2000). 

Additionally, cell assemblies widely distributed over distant cortical regions are obviously 

difficult to observe through electrophysiological recordings from local neuron clusters or small 

areas. If large-scale neuronal theories of cognitive functions are correct, then fast, large-scale 

recording techniques are necessary to visualize activity changes in distributed assemblies. 

Fortunately, several such new techniques have been already emerged (see for example, 

Grinvald et al. 2003; Buzsáki 2004; Bennett and Zukin 2004) and therefore there is a hope that 

the question of whether there are specific cell assemblies for different cognitive operations will 

be soon answered experimentally (and therefore will give bases for possible falsification of cell 

assembly based theories).  

We should stress also, that among already existed large-scale techniques, EEG and MEG 

approaches can be extremely useful when new methods of their analysis (as described in the 

present paper) are used for investigating the cortical topographies of neuronal assemblies. A 

coherent picture can be drawn already on the basis of a number of studies (see Fingelkurts and 

Fingelkurts 2004, 2005 for the resent review of research). 

It is relevant to point out here that the proposed concept of cell assemblies is necessarily 

fuzzy. We agree with Pulvermüller (1999) that this is not a problem: “It is essential to see that 

fuzziness is intrinsic to the assembly concept and that this is only problematic in the way it is a 

problem to determine the boundaries of the sun or the Milky Way” (Pulvermüller 1999, p. 310). 

What is important – it is functional discreteness of cell assemblies (Braitenberg 1980; 

Braitenberg and Pulvermüller 1992).  Exactly this main property of neuronal assemblies is used 

in the OA framework (see Fingelkurts and Fingelkurts 2005). 
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