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Spatio-temporal Ontologies and Attention
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This paper presents a new proposal for the design of spatipdral
ontologies which has its origin in cognitively motivatedatipl semantics.
It is shown that selective attention not only plays a centcdd in the
characterization of spatial relations but that the repregmn of attentional
aspects also leads to the possibility of defining an ontokdgipper structure
which systematically covers both the spatial and the tealtmmain.
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1 Introduction*

Computing the meaning of a given linguistic expression.(&ug expression con-
sisting ofspatial terms) or generating natural language expressions out of mean-
ing specifications (e.gspatial relations) are central tasks in computational lin-
guistics (cf. Carstensen et al., 2004), and computatiarabsitics in particular.
For historical reasons —especially because of the influehicemal logicians like
Montague, Kamp and others— computational semantics hadapmd a strong
bias towards formal logic that parallels the developmentlin

Simplifying a bit, the basic tenet of this kind of formal semtias is that one
can and has tepecify the meanings of linguistic expressions by a systiema
mapping onto formal models of ("representations” of) therldigwhich are, as
Smith, 1995:9 rightly points out, quite remote from (an adse understanding
of) the common-sense world). As to spatial relation expoess—the main topic
of this paper—, they would be mapped onto spatial relaticzimed by a space
calculus (e.g., th&CC calculus of Cohn et al., 1997).

This "objectivist” (Lakoff, 1987) approach is systematiedastraightforward
but has been accused of as running into am®élogical problem” (Carstensen,
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1995b): the observation that formal theories are only asigsotheir underly-
ing ontologies allow them to be —which is evidently not sudiit for handling
relevant linguistic phenomena. In fact, although thersterarious proposals for
ontologies by now (see Bateman & Farrar, 2004 for an overyigery few of
them can be used for computational semantics: "we take megpopals that
have been made in the ontological and spatial represemtasidition to be prob-
lematic. In essence the problem can be described as attepiptdo too much
with the wrong tools” (Bateman and Farrar, 2004:96).

On the (cognitive) linguistic side, this critique has a wallown history in
the works of, e.g., Bierwisch & Lang, 1989; Jackendoff, 1,9B8koff, 1987;
Langacker, 1987; Talmy, 2000, which emphasize the role tefinediate, often
schematic cognitive representations, e.g. idealizat{btesskovits, 1986), ide-
alized cognitive models (Lakoff, 1987) or object schematn@, Carstensen, &
Simmons, 1991). However, although proposals within thggitive semantics are
usually intuitively appealing and well motivated by lingtic data, their theories
are often less clearly stated and mostly not well formalizedan be reasonably
assumed that this is in part due to the poor understandingeo€dgnitive ma-
chinery underlying the hypothesized cognitive construdtBus, it seems to be
mandatory to unveil the cognitive mechanisms linking laaggiand space and to
clarify the properties of the corresponding "linking oragy/”.

The proposal that will be made here is to highlight the rolesabéctive at-
tention as an interface between language and visuo-spatial repatisas (cf.
Carstensen, 1995h, 1998, 2001), a view that receives slogradually increas-
ing supportin the literature (Hogan et al., 1998; Hogan &deiech, 2001; Knott,
2001; Talmy, 2000; Tomlin, 199%) For example, it has already been shown that
attention is necessary for the apprehension of spatigioek(Logan & Sadler,
1996) and that spatial language can be grounded in attahfioocesses (Regier
& Carlson, 2001). However, these approaches take a "qa#nét point of view
and therefore disregard the qualitative aspects of attealtioperations and their
role for modelling spatial knowledge. In stark contrasthatt | will emphasize
the value and role afualitative aspects of attention for the construction of spatio-
temporal ontologies.

The paper is based on three general assumptions:

Al Aspects of the ceptidnof the World (and not just of the world itself) are
important for semantic modelling.
A2 Selective attention plays a central role in ceiving theldio

A3 Represented patterns of attentional engagement prthedmategories for a
genuinely abstract upper structure of ontologies.

1See also Marchetti's proposal for a new research paradigattentional Semantics’ (Marchetti,
2006).
2ception” is Talmys generalization of "perception” and taeption”, cf. Talmy, 2000.
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While Al anchors this paper in the cognitive semantic paraciA2 marks its
unigue contribution to this field. It is only because of A3wewer, that aspects of
attention deserve closer attention from the viewpoint afidedge representation
and natural language processing.

The structure of this paper is as follows. | will first motigahespecifiampact
and central role of selective attention for the represantadf spatial relations
and for spatial semantics. | will then presgeineralaspects of an attentionally
defined upper ontology that covers both spatial and tempatagories.

2 Attention and spatial relations

2.1 Motivation

Lang, Carstensen, and Simmons (1991) presented an appnoabich the (in)-
compatibility of dimensional terms (i.e., dimensionaledjves likelong, short,
wide, highetc.) and object noungrée, river, fieldetc.) is explained and mod-
elled by a systematic mapping of spatial semantics to stredtconceptual object
representations (so-called object schemata). A smalmphtation of the model
showed that expressions likeng poleand *#ong ballwere correctly judged as ac-
ceptable and inacceptable, respectively. When | starte @xtend this approach
to also encompass distance terms hilearandfar and measure terms liKeOkms
| was confronted with the task of modellisgatial relations between objects so
thathigh abovefar aboveanddeep belowvould be accepted by the system while
*deep abover *high belowwould be ruled out as unacceptable expressions.
At that time, little research had been done on that topic aiatmed out that
existing proposals for the semantics of locative prepmséti(or other closed-class
spatial morphemes) and distance phrases were not suitbdridling these com-
binatorics, and had to be adapted (cf. Carstensen, 1992e Soguistic data
even pointed to fundamental problems of the state-of-thesadelling of spa-
tial relations, however. Standard practice was to spebifysemantics of spatial
prepositions as a two-place predicate (LOC’) which repres the fact that the
place of the located object (referent, trajector) is cargdiin a certain region wrt.
the reference object (relatum, landmark).

(1) a.(nahe) bei der Kirche~ (near)by the church)
b. (nahe) an der Kirche+ close to the church)
c. knot in the rope
d. 3m (weit) hinter der Kirche (3ms [far] behind the church)
e.*3m (weit) an/bei der Kirche (*3ms [far] by/close to the cleh)

f. ?nahe hinter der Kirche (?near behind the church)
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Wrt. the data in (1), this raises the following questions (efso Carstensen,
1995b, 2003 for a more elaborate discussion):

Q1 What are the exact criteria for distinguishiagfrom beiin (1a) and (1b)
(note that German allows to express two grades of proximityy an im-
plying a smaller distance between the objects)?

Q2 Which regions are to be assumed (especially if looking@dszlinguistic
variation, cf. Bowerman, 1996) arvhat, for example, could be the region
the knot in (1c) is located in?

Q3 Why can most prepositions be modified with a distance graa (1dj al-
though itis not clear how this could be done compositionalth the LOC-
predicate (and, accordingly, how the corresponding coitifigt would be
computed)?

Q4 Why, on the other hand, is it not possible to add a measteas in (1e)
although this does not conflict extensionally with the proii regionat
hand (that is, the referent’s place is still contained inrtggon)? On which
level is the combination ruled out? Note that, contrary tatumight be
assumed, the aspect of proximity cannot be the cause of¢benipatibility
as distance gradation is possible withhe

Q5 Why are descriptions like (1f) at least questionabledkpes’ judgements
differ in this case)?

It should be clear that the data in (1) cannot be regardediraguiktic idiosyn-
crasies” to be handled as exceptions but should rather besdias test cases for
theories of language and space. To my knowledge, none oi/ikalle theories
provides a satisfactory answer to these questions. Onbntlgcsome vector-
based approaches have emerged which come close to the aropade in this
paper (cf. Zwarts & Winter, 2000; Regier & Carlson, 2001).e0nust do justice
to the field, of course. There was (and still is) a lively dission of which spatial
calculus to use, how many relevant levels of representati@ssume (cf. Aur-
nague & Vieu, 1993), how spatial language relates to spadighition (Landau &
Jackendoff, 1993) etc.

There is agreement wrt. the observation that spatial Istguphenomena can-
not be explained on the geometric level alone. "Schematagpmes emphasize
the role of schematization, abstraction, and idealizaitiothe ception of space
(e.g. Herskovits, 1986; Lakoff, 1987). "Functional” appobes point out (to a
differing extent) the influence of functional relations iit@nment, contact, cov-
ering, support) on referent and relatum (cf., e.g., the ¢fiomal geometry” pro-
posed in Garrod et al., 1999). In Talmy (2000), which congzithe seminal work

SNote that it is quite normal in German to use the adjectixit (far) together with the measure
term (which seems to be different in English). It simply itiées the dimension at hand (as tine
rope is 1m lond as opposed to descriptions where a measure term is migsirgrope, far behind
cf. Bierwisch & Lang, 1989; Carstensen, 1998).
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of Talmy on language and space, both of these aspects aréreainkt is signif-
icant that large parts of this book as well as newer work (@n”tbndamental
attentional system in language”, cf. Talmy, forthcomingg devoted to the role
of attention for cognitive semantics.

| have some problems with Talmy’s intuition-style argunadiain and his —in
the meantime extensive— use of attention, however. Althaglhg number of pub-
lications on attention in the (neuro-)cognitive discigkinhas risen steadily in the
past decades (cf. Cavanagh, 2004:24) | miss referencestdispnsights gained
there in Talmy’s work. Since attention is a complex and naitauy phenomenon
(cf. Carstensen, 2001) and since "[e]veryone knows whahttin is” (a much-
guoted wording of William James, cit. ibid.), chances am the term is over-
used, leads to misunderstanding and/or looses its explgratwer. Besides that,
although Talmy introduces a remarkable number of explapatonstructs (e.g.,
conceptual categories like 'plexity’ and 'state of boundesk’ and schematic sys-
tems like 'distribution of attention’, cf. Talmy, 2000:7&fhe often leaves open
their origin and role in the cognitive system (the same quii applies to other
cognitive linguists as well).

My aims are much more humble: | want to provide answers foqthestions
raised above (and the specific data in (1)) which are basepeamifie explanatory
cognitive constructs (in the same line as has been done iddiaand Jackendoff
(1993) wrt. the impact of the 'what’/’'where’-distinctiorfyor this we need to take
a closer look at a much more restricted sense/function efitatin and the role it
plays in how we ceive spatial relations.

2.2 Attention-based spatial relations

Based on evidence from language learning and developmksaty@nd Bialystok
(1983) argued for the importance of distinguishimngplicit and explicit (spa-
tial) relations (a shorthand for: implicitly represented and explicitlpresented
(spatial) relations). For example, while it is easy evenviery young children
to correctly categorize certain things as ’'lollipop’ —whiiocludes identifying the
relation between a 'round thing’ and a 'sticky thing’— thegymot yet have this re-
lation explicitly available for thinking and speaking. Shistinction is supported
by recent work in cognitive science. For example, Kosslyitesmwith respect to
the 'what'/'where’ dichotomy: "Although the [what] systeaannot represent ex-
plicit spatial relations, it must be able to represent iipBpatial relations; such
relations are inherent in any pattern” (Kosslyn, 1994:421)

What are explicit relations and how do they get establisi@of?sider the two
objects in figure 1la. Obviously, there is a spatial relatietween them which
is also present in figure 1b. However, as is demonstratedyl@aere presence
of the —implicit— relation does not lead to its availabilitythe observer (or bet-
ter, to the cognitive processes underlying the recognifancertain spatial rela-
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Figure 1: Microperspectivization: making implicit relations eipt

tion). This becomes evident most dramatically in cases afadled object-based
neglect, where patients are not able to see even the spalibn in figure 1a
(although their visual areas are intact). They would repaty the existence of
one object as their attention is "stuck” to it (Behrmann & Fép, 1994).

In general, it has been shown (cf. Theeuwes, 1993) that tharserial stage at
which objects in the visuo-spatial medium (the "visual kuffof Kosslyn, 1994)
are attentively selected one after another for furtherggsing in the what-system.
Exactly what gets attended at a certain point of time is jpidétermined by the
properties of the given and preprocessed entities of theplay” (— bottom up
aspect) and stored patterns of attentional behavioun(aiteal templates;- top-
down aspect). As to the bottom-up aspect, it is controlledwry main princi-
ples: Differences in the display —that is, placeslwinge between quale regions—
attract the attentional window and thus determine saliatities (bounded re-
gions or boundaries of regions) to be further processedjrdnibition of visited
places/objects prevents immediate return to those estitie

Let me point out three important facts that follow from thsndensed pre-
sentation of spatial selective attention. Fitstundariesin the representational
medium are essential for the working of (focusedgctive attention and are
definitional for something to be an object. This will becommportant later.

Second, it isexplicit spatial relations which we need to look at and work with
in theories of language and space, and it isdhiéts of attention which estab-
lish these relations ("Computing relations requires dirgcattention”, Logan,
1995:163). Formal approaches might therefore considetheh¢hey model im-
plicit or explicit relations, and approaches within cogr@tinguistics might ques-
tion, e.g., whether (some of) the information in an imagesta reflects explicitly
or implicitly represented spatial information. This al$®ds new light on the dis-
cussion of the role of functional aspects in spatial refegioln some sense, all
explicit relations are functional as they are not defineddargetric terms and as
they can be influenced by various top-down/bottom-up fagterg., knowledge
about typical object constellations via attentional tesgs.

Third, additional structural information is induced byeaittion-based relations.
With the distinction between referent/trajector (TR) asthtum/landmark (LM)
there is a well-known important asymmetry in linguistic sglarelations, often
depicted as in figure 1c. As is shown in figure 1d, there are mawpiossibilities
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of attention shifts between the objects of an implicit rielat and each of them
imposes a certain perspective on it. In order to avoid coofusith the usual in-
terpretation of the term 'perspective’, | will call theseftsh” microper spectives’
to highlight their asymmetry. It is assumed that these npierspectives consti-
tute the core of explicit spatial relations, which are véideal, for example, as
prepositions.

Speaking of a "core” presupposes that there is more to pitigroa semantics
than merely an attentional change. In fact, much recentirebés devoted to the
role of frames of reference (cf. Levinson, 1996) in characterizing spatial rela-
tions. However, it is important to point out that the impifekplicit-dichotomy
also applies here: As opposed to coordinate systems, ieistks of the ref-
erence frames which are relevant in a qualitative atteatitieatment of spatial
relations. Axes allow discrete categorizations of attardl vectors (where there
would otherwise be continuous differences) and therefave the way for the use
of categorical linguistic expressions.

To sum up, my proposal is to take a more general, attentisedbaiewpoint
on what a spatial relation available for the linguistic systis. This can be sum-
marized as follows:

- The core of a spatial relation as exrplicitrelation is an attentional change
between spatial objects

- the attentional change occurs in the spatial domain,ateention operates
on some spatial representation (which seems trivial, big the possibility
for abstraction)

- the attentional change is categorized with respect to ereate axis, if
available

- the explicit relations are directed (i.e., anécroperspectivesf the implicit
relation)

In other words, this proposal "aims at finding the attentiomgtructions conveyed
by the meanings of words” (Marchetti, 2006:163), both foigaage interpretation
and generation. The next subsection elaborates on this poin

2.3 Attentional parameters and spatial semantics

There is a set of prominent parameters according to whienttin-based spatial
relations can be conceptually categorized. The interiddal similarity of this
cognitive processing and representation is the assumedrrdar the similari-
ties in the linguistic inventories of different languagesijle top-down influenced
(e.g., culture-specific) variations in viewing and (mige)spectivizing the same
scene can explain the cross-linguistic differences in thaming of spatial ternts.

4Note that these variations in (micro)perspective alsoyafpa single individual and a given scene
so that an implicit relation can be described, for exampddyednind/near/3ms away from the church
without contradiction.
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As | have worked out in detail elsewhere (Carstensen, rthdg also implies
that understanding a locative description should be givproaedural account:
spatial (relation) terms provide qualitative informatjevhich by being instanti-
ated in a hearer's working memorgtracesthe ception of the speaker, adjusting
other aspects like scale and granularity on the fly (I haviedahis the 'localiza-
tion as mental presentation’ (LaMP)-view, which is a speciittentional coun-
terpart ofconceptualization

Some of the parameters discussed in the following will pbdpappear as fea-
tures of a domain-specific spatial ontology while otherd lél part of the more
general upper-level ontology presented later.

Type of attended object(s)

Abundant evidence suggests that on the perceptual levehtan is attracted
by discontinuities of the so-called "map of locations” (iBrean, 1988). Qualita-
tively, at least three types of attended objects (metaphorically, entijieg in the
spotlight of attention) can be distinguished: whole vispatial entities ("blobs”),
boundaries between regions, or groups of blobs.

As to question Q1, there is a clear correspondence of theldwahdary-dis-
tinction and the notoriously difficult differentiation eten Germamn andbei:
while bei expresses mere proximity between objeets,generally indicates a
closer relation and is obligatory in cases where the lanknsalarge (livingan
der Seqby the seg or, most importantly, where it is a noun denoting a bound-
ary (@am Rand, an der Spitze/Ecke/Séada the border/side, at the peak/corper
Thus,anrequires the visuo-spatial object that is designated biath@mark to be
a boundary (whildeirequires a blob). According to the LaMP view this means
that the scale of the imaginedh-constellation is bigger, which corresponds to a
smaller distance between TR and LM in the world.

betweernis a preposition that evidently selects for a group-of-bl@mdmark.

Type of attentional change

There are two general types of operations transforming dseyspatial atten-
tional state into another: Attention can either be shiftedit can be zoomed.
While most locative prepositions express attention shiftshetweerandamong
express zooming. The answer to question Q2 is provided bghibervation that
attentional semantics can dispense with regions as elenoésipatial relations
and can account for linguistic data which are problematicstandard region
based theories. For example, cases kket in the rope projections likeface
in the mirror, or abstract relationshigmig in the algorithmare —without having to
resort to functional containment— elegantly covered byieésg a zoom-in-type
relation forin.

5Finer distinctions will be made below.
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The answer to question Q3 is that the explicit relation pitesia vector whose
length extent can be measured (leading to transparent semmampositionality
of location and distance expressions).

Reference polarity.

With the two possible microperspectives of an implicit tela, there are two
assignments of these roles to the source and goal object imfaparspective (see
figure 1d). I will represent this difference in the followibg a feature eference
polarity (arefpol) specified as follows:

+refpol: LM is source of a microperspective

-refpol: LM is goal of a microperspective

Reference polarity necessarily results in a subclassdicat explicit spatial re-
lations. Thus, it can be predicted that there may be two etagEspatial relation
expressions based on this subclassification.

Actually, there is the well-known distinction betweprojective (above, be-
hind, left of etc.) andtopologicalspatial prepositionsr(®, at, on, byetc.). It can
therefore be argued that projective prepositions exprestiye reference polar
(+refpol) relations and topological prepositions expnesgative reference polar
(-refpol) relations. This explains the source orientabbthese expressions (e.g.,
away from) as opposed to the goal orientation of topological prejmsst(close
to, next tg.

By referring to reference polarity it can also be stated dindy +refpol-relations
are compatible with measure phrases (see question Q4) arttiétpolarity of the
distance adjectives must match the reference polarityeoptkeposition (which is
a peculiarity of these adjectives, cf. Carstensen, 2008<tipon Q5Y.

Reference system and axis

It has already been pointed out above that the axes of referstems (as mod-
ular entities) play an important role in the categorizatidrspatial relations (as
opposed to wholistic reference frames, cf. Lang, Carster&&immons, 1991).
Spatial prepositions may be sensitivesfiecialaxes inspecialreference systems.
For example, the differentiation betweahove/belovandover/undercan be at-
tributed to their respective reference to an (inherenpglisil vertical axis (derived
from the axis of gravitation) on the one hand, and a vertigil af a visuo-spatial

6Note thatin is classified differently according to the present theorit msbased on zooming and
can furthermore be modified ldeep

7Actually, this is much more intricate. A complete explaoativould require looking at measure-
ment, comparison and the semantics of distance adjectivég@dation. See Bierwisch and Lang
(1989); Carstensen (1998) for a more elaborate discussion.
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representation on the other hand. If one refrains from uiingtional explana-
tions (which I in fact do) like "covering” senses ofrer/undey one has to come
up with a constructive and modular treatment of axes (exgs defined via or-
thogonality to a boundary or surface, or axes induced byanas forbehind the

flying bulle).

According to the present approach, most projective préiposi(i.e., +refpol
relations) are somehow associated with reference systés is compatible
with vector-based approaches, where the reference frameissed on the ref-
erence object (cf. Logan, 1995; Zwarts & Winter, 2000). Iagsumed here,
however (contrary to, e.g., Carlson & Deman, 2004), thatahly holds for these
prepositions (even with the exceptionaifvay from) and that reference systems
are not involved in the ception of -refpol relations. Notattrecent investigations
grant the located object a more prominent role in the spagiation apprehension
process (cf. Burigo & Coventry, 2004), which is a step tovgalek representation
and processing of -refpol relations as proposed here.

Microperspective’s relation to axis

If —as has been argued— microperspectives are categgriekted to spatial axes,
then this relationship can be further specified: divectionof a microperspective
may either be congruent or incongruent with the directiormfaxis. Itmust
be specified for the distinction between the so-called "oniview” and "tandem
view”", i.e. relative reference frames with different assigents of the front/back-
asymmetry (cf. Levinsons differentiation betweetating andtranslatingcoor-
dinates, Levinson, 1996:143), and for corresponding agséts in the intrinsic
reference frame (a car’s front is the side towards the doedf its inherent OB-
Server axis, a desk’s front is the one opposed to it, cf. L&agstensen, & Sim-
mons, 1991). This can be represented by simply coding whétihe direction
of) the +refpol-microperspective, of, sadyehind(or any corresponding term in
another language), tongruentwith (the direction of) the OBS axis or not.

Domain and level(s) of representation

The representation of explicit relations concerns diffiefevels of cognitive rep-
resentation and processing in some domain. Accordingh tisuo-spatial and
conceptual aspects are involved in the representatiored&pmicroperspectives.
On the conceptual level, a spatial relation contains thegmatcal information
about an attention change. On the visuo-spatial level,desdhe corresponding
scan path (for distance measurement).

The next section shows that domain membership can be rafjasda feature
in an attentional upper-level ontology.
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3 Attention in ontologies

3.1 Motivating attentional criteria for ontologies

Having discussed the specific impact of attention for spatjpresentation and
processing, the question arises whether attention alge @laole in other do-
mains, and if so, in which sense. Part of the motivation fig tomes from the
author’s work on the attentional semanticstoffollow (cf. Carstensen, 1995a)
and other work in cognitive linguistics (e.g., the work ontaphors beginning
with Lakoff & Johnson, 1980), part from general interest ppar-level structures
since their effective use in the Cyc-project (cf. Lenat & @uh990). The main
hypothesis is that attentional aspects are per se domapémdient and therefore
constitute part of a domain independent ontology. A seconligigpothesis would
be that due to the abstract nature of attentional aspecttemtional upper-level
ontology can contribute to theories of metaphor in the seéhaemuch of the
burden of a structure mapping from source to target domdinda. Gentner,
2001) is relieved by the possibility of both domastsaringsome abstract struc-
ture. However, as this topic is clearly outside the scopaisfgaper, it will not be
pursued further.

It is not quite easy to find a starting point for the discussbattentional on-
tologies. | have decided to use DOLCE ("a Descriptive Orggléor Linguistic
and Cognitive Engineering”) which is described as havinglé&ar cognitive bias,
in the sense that it aims at capturing the ontological categainderlying nat-
ural language and human commonsense. ” (Masolo et al., 2803n order to
motivate my proposal, | want to begin with two important logsints of disagree-
meng.

First, DOLCE makes a fundamental distinction between esratsrand perdu-
rants (simplified: between temporo-spatial entities appgas non-temporal and
temporal expressions in language, respectively). Whiteishstandard procedure
in the knowledge representation and natural language gsomgpcommunities, it
precludes having an abstract upper structure which cantspects common to
both domains. Any approach providing such a structure cbeldetter suited for
handling the —according to Lakoff and Johnson (1980)—onesgnt metaphoric-
ity in language and cognition.

Second, DOLCE'sAmount of matter, which is supposed to represent "Stuff”
like "gold”, "iron”, "wood” etc., reflects part of the mass no—count noun dis-
tinction in language (one can sayuch goldanda few pencilsbut not *a few
gold or *much pencils With the name of the category, however, as well as with
the examples they provide ("some air, some gold, some cémeiD, and the
"piece of clay” they use extensively), they refer to bounéedities. This con-
flicts with uses of mass nouns which refer to unbounded gtffj e.g.the color

8while I am fully aware of the fact that this might not do justim the complexity of the approach.
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of gold is.., there is white smoke all around m&hus they incorrectly conflate
unbounded stuff with bounded objects. This points to a ge@n@oblem of ex-
tensional, "objectivist” theories: even in this vast umaes every stuff must be
ultimately regarded as bounded (this is why in the Cyc omglthe stuff of gold
and the collection of all existing gold pieces were regamkedo-extensional, with
their types being a subtype of each other—a very unpleasanlt wrt. ontology
design).

The solution to these problems proposed here is taking aatylicognitive
stance in the design of ontologies. It reflects the insighiaap about implicit
and explicit representations and the role of attention.Isib éakes into account
the fact that our ception of the world is piecemeal and pladiad that it it these
view-specific, selective chunks of information that areresged by natural lan-
guage. Accordingly, the proposal is essentially baseBonndedness, both as
the principle of cognitive operation just described andreesdominant factor in
attentional selection (introduced in section 2.2).

If we acknowledge that the content of limited working memasri-implicitly
representing aspects of the outer world— is operated up@elegtive attention,
there are two options. Either there are boundaries or sd@mded entities avail-
able (as computed on the pre-attentional stage) which aresttlected for catego-
rization by focused attention (leading@b ject-like categories), or the represen-
tational medium is devoid of salient entities, so that catizgtion is dependent
on the qualities present (leading$ouff-like categories).

Let us call such a working memory containing information ofre domain
(e.g., the spatial domain) and some level (visual, spatigiceptual etc.) Brame.
We can now carve the structure of the (ception of the) coms®ense world by
using thebasic necessary distinctions that need to be made for sorting possi-
ble frame instantiations, given the theoretical and erogirtonstraints about the
working of selective attention. This gives rise to the aitaral upper structure
depicted in figure 2, which is explained in the following sedisons.

3.2 The attentional ontology

We will restrict our interest to the explicit representatiof spatio-temporal en-
tities as defined by attentional criteriA DESs), leaving other important aspects
like qualities roles regions dimension®tc. undiscussed. BelowD E, we then
have a distinction between entities defined wrt. to a singlmé& SFE) and those
defined wrt. more than one framBIFE). Superficially, this corresponds to di-
viding things into those definable in an instance of time &od¢ requiring a time
span (anadhange) for definition (that is, the endurants and perdurants of DBL
mentioned before). Actually, there is quite a differenceéhtese dichotomies as
they are not defined wrt. objectively given instants and gleanbut wrt. at-
tentional ones. For example, spatial relations will be ealty micro-temporal
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ALL:AlIEntity

ADE:AttentionallyDefinedEntity

S\

SFE:SingleFrameEntity =~ MFE:MultiFrameEntity

BE:BackgroundEntity AO AttentlonOb]ect

/

HS: HomogeneousStuff
Bo: Boundary Blob (positive, negative)

NHS:NonHomogeneousStuff E

SO SlmpIeObJect CO ComplexObject

Part AoS ObJect UG: SG:
AmountofStuff UnstructuredGroup StructuredGroup
AG:
ArbitraryGoup

Figure 2: An attentional upper ontology |

(M FE), and intrinsically temporal entities may be categorizedhjects (and
classified belows F E).

As shown in figure 2, the primary dichotomy undeF E is the one between
entitites that are characterized by the background of thedr BE) vs. those
that are characterized as attractors of attention defiiegtas objectsAO).
Note that this distinction abstracts over different dorsaie.g. the spatial and
the temporal domain. As a resulBE is a supertype ofSpatialStuff and
TemporalStuf f ("sleeping”, "standing”), yet with an intervening levelmsist-
ing of HS ("gold”, "standing on ones left leg”) antWHS ("garbage”, "playing”).
The next differentation is between boundariB®}] and bounded regions in the
frame Blobs): attention is either attracted to boundaries of objects avhole
entities. BelowBlob one can find typical, albeit domain independent, object cat-
egories, which are discussed in the next section.

MFEs (see figure 3) can be divided into entities characterizealdingle change
of frame SFC) corresponding to a relation between t%é'E's, and into entities
characterized by a multiple change of franM¥'C) corresponding to processes
of change. In each case, the change in backgro8iiJ, e.g.,turning off the
light) and the attentional change betwe&f’s constitute the next lower level of
distinction.

SACs correspond to changes in focused selective attentioneprdgent re-
lations between entitiess AC's therefore feature a source and a goal entity, both
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MFE:MultiFrameEntity

SFC:SingleFrameChange MFC:MultiFrameChange
(Relation) (Process)
SBC:Single SAC:Single MBC:Multi MAC:Multi
Background Attention O O Background Attention
Change Change Change Change (Path)

Figure 3: An attentional upper ontology Il

of which areAOs. In the spatial domain, they are typically expressed bpgre
sitions and adverbs (i.@n, at, on, behind, in front of, above, belatc.) while
in the temporal domain they can be expressed by temporabgitems and ad-
verbs (e.g.the day after tomorrowbefore sunrisgor conjunctions (e.g.after

| had written the paper,..when she entered the rooinheard that before As
has been shown in Carstensen (1998), gradation of dimeaigiodistance extent
(very longetc.) and the comparison of different extertm@er than less than 3m
wider than nearly as far astc.) are another domain &fAC, which may also
include quantification phenomena&ny/more peop|aearly all of themetc.).

M FC categorizes multiple changes between entities and theredépresents
(iterative) processes. In the caseMBC, this may be processes involving grad-
ually changingB E's (getting dark, while in the case aM A Cs, the sequences of
AOs are typically identified agaths

Note that thelM F'C' categories reflect primarily subjective, cognitive tengdor
changes that may or may not represent objective processesx&mple, alf AC
may represent paths of moving objeasan crossing the stréebut it may like-
wise represent abstract pathgiower line crossing the stréetvhich corresponds
to the differentiation betweetnackingandscanning It is a result of attention re-
search that we not only constantly scan (implicit represtéans of) objects in the
world along their axial extensions or along their shape @org (boundaries), but
that we also represent these acts of scanning as so-edtkttional templates
Thus we learn aspects of shape not only as implicitly repteskepatterns, but
also as explicitly represented attention paths. From thiistf view, it comes as
little surprise that we instantiate learned scanning pagtan form of correspond-
ing tracking patterns which are expressed with referentiest@riginating shapes
(walk across the streetrun around the housestc.).

3.3 Comparison with DOLCE

As has been demanded above, (nonbounded) stffass clearly distinguished
from (bounded) amount of stufiAoS) in the attentional ontology. There are a
few other aspects in which this ontology differs from DOLCE.



Ontologies and attentioril5

For example, DOLCE distinguishes betwegtutes and Processes (corre-
sponding to temporal stuff) using the homeomericity cidtet but does not dis-
tinguish further withinAmount of matter, e.g., between "gold” and "garbage”.

Bo corresponds in part to DOLCEBeature representing "edges”, "borders”,
"corners” and the like. However, while "bumps” and "dentséaategorized as
Features in Masolo et al. (2003), they af®/obs according to the present theory.
The reason for this is that the attentional ontology is basesdubjective criteria:
"bumps” and "dents” are bounded objects and therefdiahs, although they are
objectively features of some surface (similar to "moungasnd "valleys” which
are features of the earth’s surface): linguistically, ithie corner/edge of sttand
not *the corner/edge in sthwhile it is the bump/dent in sthas opposed téthe
bump/dent of sth.

As is depicted with the idealized iconic representatBisfigure 2, whole en-
tities can be either positive (the blobs are foregroundeities) or negative (in
essence, the blobs are bounded background). That is, "héfissures”, "val-
leys” (and "dents”!) etc. are negative blobs according ® phesent theory, and
not Features, and are to be distinguished fraBvundaries.

Below SO there is a distinction between three subtypes of simplectdj®©r-
dinary Objects correspond t@hysicalObjects in other ontologies but are not
specified wrt. a domairParts represent (arbitrary, i.g=jat) parts of anObject
(e.g., one of the two halves of a broken pencil, a piece of &)cakich are not
themselves objects of some identifiable type but are dep¢raiesome other
object. AoS represent objects characterized by their bounding of gttt is,
portions like "drop of water”, "piece of wood”, "handful oéyellery”).

As to CO (in which case focused attention is attracted to more thareoitity
at the same time), there are subtypes of this category pameing to the sub-
types ofSO in the attentional ontology. One can distinguish unstnedigroups
of blobs UGs like a "flock of sheep” or a "swarm of bees”) from structured
groups BGs like "teams”, "choirs”) and arbitrary group&@G) which probably
corresponds taArbitrarySums in DOLCE. Again, these properties also have
temporal subtypes, e.g., the "summer music events in HaghlfifG) or the
"winter olympics in Turin” (SG).

The upper-level attentional ontology takes a differenhstaon representing
temporal/situational categories. As has been explaineti; and dynamid$tates
are BEs while iterativeProcesses areM F'C's. DOLCESAchievement denotes
a change of state and is therefor8 &C. Its Accomplishment, however, cannot
be easily integrated into the ontology because it is a coxngdg¢egory consist-
ing of both anActivity and anAchievement (cf. Steedman, 2005 on temporal
categories). | will therefore not discuss it further in theper.

9Simplified: every part of an entity must be of the same typdagype of the entity.
10Note that one must not take these visuo-spatial items llige@s there are abstract entities that
cannot actually be depicted (although they are subjectetedime attentional constraints).
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Interestingly, DOLCE lacks SteedmarP®int, a category representing simple
situational objects (corresponding taPerdurant Blob: an atomic event which
draws attention relative to its background of non-happgrérg. a flash of light-
ning), and bounded activities (correspondingdotended Perdurant Blobs: so-
called pofectives, e.g.,run for a while. In contrast to that, the domain-level
attentional ontology will contain (as can be predicted fribva foregoing expla-
nation) even more temporal categories, for examptgative Perdurant Blobs
representing "interruptions” and "pauses”,Berdurant Boundaries represent-
ing the "beginning/end” of an event.

4 Conclusion

In this paper, | have tried to give tentative answers for thestjons posed at the
beginning, regarding spatial relation expressions, apadlations, and their rela-
tionship. According to the attentional account, spatiahaetics has to be based
on a theory of explicit(ly represented) spatial relations §pposed to implicit(ly
represented) ones). Attentionally defined spatial relatare inherently different
from geometrically defined ones and provide —with theirdeas and their cate-
gorization with respect to salient axes, if +refpol- a widege of explanation for
linguistic phenomena. Therefore, they are an interestiregreative to functional
explanations.

It has been shown that a systematic representation of sqreeta®f attentional
engagement leads to an attentional ontology which can heedes the upper
structure of spatio-temporal ontologies (with the potnt cover other domains,
too). Spatial and temporal categories are seen here notrag differentiated by
an early branching in the ontology but by their inherent diorsecific placement
below domain-independent nodes of the upper structure.

To some reader, this outline of an attentional upper straatway occur simple
or even simplistic, as it seems to ignore the intricate deskwpices, the complex
ontological distinctions and their axiomatization, thakelrate methodology and
the rigid formalization of up-to-date ontology theorizatiand engineering, which
instead should have been considered. Simple? Yes (pleaskmy quite re-
stricted research questions). Simplistic? The computatiinguistic ideal HAL,
capable of domain-crossing use of words, would perhapsearasvfollows:

"I'm sorry, Dave, | couldn’t do that. It is my deep belief thait
the end, | would have been behind schedule after 19 pagesbéviay
the time will come when nearly all of these aspects will beperty
placed in my line of argument. | am highly looking forward &ach-
ing this goal, Dave.”
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